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Human research participants
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Reporting on sex and gender

Population characteristics
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Ethics oversight

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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Life sciences study design
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Sample size

Data exclusions

Replication

Randomization

Blinding

Reporting for specific materials, systems and methods

www.ncbi.nlm.nih.gov/bioproject/PRJNA813220/] . The antibody sequence data used to train the autoencoder used in this study are available in the cAbRep
database [https://cab-rep.c2b2.columbia.edu/] . The construction of the cAbRep database is described in Guo et al.
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No statistical method was used to predetermine sample size. This is because the study describes the construction of a machine learning based
pipeline for identifying novel tight-binding sequences, and for machine learning model construction, it is preferable to use as much training
data as possible to improve the model's ability to generalize, therefore selecting a subset of the data for training would not be desirable, and
thus there is no sample size calculation involved. The test set for comparing performance of different models was constructed by randomly
selecting 20% of the assembled sequences and assigning these to test as is typical for machine learning model evaluation. The random
partition was generated using the Mersenne Twister random number generation algorithm as implemented in Python’s numpy library version
1.19.5 with a seed value of 0. When performance of different models was compared using cross-validations, the cross-validation splits were
generated by randomly partitioning the dataset into 5 splits of equal size using the KFold function in Python’s scikit-learn library version
0.24.2.

When processing raw sequence data, unreliable sequence reads (reads containing one or more bases with a phred quality score < 10 or where
the paired end reads did not match in the overlap region) were discarded before any further analysis or processing was conducted. These
steps were taken to ensure that only reliable reads were used for analysis. No data was otherwise excluded from any subsequent analysis or
model training.

The yeast Koff experiment was done twice (see Figure 5B/C). The K D was determined on the yeast surface 3 times independently, the mass
photometry of the WT and mutant scFv repeated once with 2 batches of scFv (2 replicates), the SDS-PAGE of purified protein was performed
for each new batch of scFv (2 gels, Figure S5). All attempts at replication were successful.

Measurements of Kd and koff do not require a randomization method. The K D measurements were made in 3 independent replicates and the
Koff was measured using 2 different methods (yeast Koff assay and BLI measurements). Library screening and mass photometry also are
methods where randomization is unnecessary. Because none of these techniques require the researcher to randomly assign participants to a
group or randomly extract data for analysis this question is not relevant to the experimental data generated in this study.

When comparing performance of different machine learning models, a subset of the available data was assigned to the test set before any
model training was conducted. The test set for comparing performance of different models was constructed by randomly selecting 20% of the
assembled sequences and assigning these to test as is typical for machine learning model evaluation. The random partition was generated
using the Mersenne Twister random number generation algorithm as implemented in Python’s numpy library version 1.19.5 with a seed value
of 0. When performance of different models was compared using cross-validations, the cross-validation splits were generated by randomly
partitioning the dataset into 5 splits of equal size using the KFold function in Python’s scikit-learn library version 0.24.2.

The performance of the pipeline was evaluated by experimentally testing predictions made by the model for sequences not present in the
original dataset and for which no Kd data was available; these are "blind" predictions since the experimental Kd test was performed after the
predictions had been made. The procedure by which these predictions were made and tested is described in the manuscript.




