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We present the Canadian Distributed Infrastructure for Genomics (CanDIG) platform, which enables feder-
ated querying and analysis of human genomics and linked biomedical data. CanDIG leverages the standards
and frameworks of the Global Alliance for Genomics and Health (GA4GH) and currently hosts data for five
pan-Canadian projects. We describe CanDIG’s key design decisions and features as a guide for other feder-
ated data systems.
Canada is a confederation of provinces,

eachwith its own health data privacy legis-

lation, anddatagenerated in eachprovince

must follow corresponding provincial laws.

When we considered how to design a data

sharing infrastructure for pan-Canadian

human biomedical research projects, the

diversity of regulations and legal frame-

works across provinces meant there were

very specific technical and privacy require-

ments, including (1) connecting distributed
This is an o
data under local control; (2) supporting

data remaining on-premises; (3) simulta-

neously supporting multiple research in

different domains, such as rare-disease

and cancer research; (4) making use of ex-

isting compute, data, and authentication

infrastructure as much as possible; (5)

focusing first on enabling data discovery

andquerying, thenanalysis; and (6) a trans-

parent open-source and standards-based

approach for trust and interoperability.
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While a common approach to data

sharing is aggregation of large datasets in

central repositories,1 a federated approach

was better suited to our framework across

Canadianprovinces.2Our requirements for

transparent, open-source and standards-

based approaches led us to adopting the

international GA4GH technical and policy

standards.3 Implementing GA4GH stan-

dards in responsible data sharing (web re-

sources), data security (web resources),
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variant representation,4 authentication,5

and consents,6 allowed our small team to

quickly set upCanDIG, aswell as to rapidly

iterate on the platformand collaboratewith

groups internationally performing similar

work and sharing lessons learned.

CanDIG is a Canadian national health

research data platform, designed to

support consented health research data

discovery, querying, and analysis across

centers and projects. CanDIG is the

first multi-project human genomics and

biomedicaldata federation inCanada,con-

necting the country’s largest human

sequencing centers (CGen; web re-

sources). Deployed as a software stack at

each site that joins the close governance

of the federation, CanDIG has, to date,

incorporated genomic and phenotypic

data from five leading Canadian projects,

including three projects spanning provin-

cial boundaries: the Terry FoxComprehen-

sive Cancer Care Centre Consortium

Network (TF4CN) and Terry Fox PRecision

Oncology For Young peopLE (PROFYLE),

the Canadian COVID-19 Genomics

Network human sequencing project

(CanCOGeN HostSeq), and two regional

projects, POG (Personalized Onco-Geno-

mics) and INSPIRE.7 CanDIG participants

include McGill University, The Hospital for

Sick Children, University Health Network,

Ontario Institute forCancerResearch,Can-

ada’s Michael Smith Genome Sciences

Centre, Jewish General Hospital, and Uni-

versité de Sherbrooke.

Here, we describe the choices wemade

building CanDIG—the data platform (the

software stack and its operations) and the

CanDIG Federation (the stakeholders, and

the governance and policy between them

that permits data access)—and compare

them to other data federations for health

research data. We first place CanDIG’s

platform in a three-dimensional landscape

of data federations, considering range of

queries, range of data types, and degree

of decentralization, and compare it to

well-known federated platform models

such as the DataSHIELD,8 Matchmaker

Exchange,9 Beacon network,10 and the

planned Federated EGA.11 We then go

into greater detail on the reason for our

implementation choices and discuss tech-

nical details. Next, we describe the division

of responsibilities and accountabilities in

the federation, which is closely intertwined

with the technical implementation.
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In ‘‘CanDIG’s implementation of GA4GH

standards and technologies,’’ we discuss

the choice to adopt GA4GH standards,

how those standards and collaborations

allowed us to move faster and learn from

other federations, and which standards

we adopted immediately and what we

have plans to adopt in the next version.

We then discuss what a user has access

to on the project dashboard and with the

application programming interfaces (APIs)

and conclude with future plans for devel-

oping and expanding CanDIG.

Federated data platform models
Federated data systems span a vari-

ety of arrangements.2 Here, we refer to

federation in terms of the connection of

‘‘horizontal partitions’’ of data, connecting

geographically separated research co-

horts where the data for various partici-

pants can be found at multiple sites. We

do not consider linking multiple separate

data sources or types for the same data

subject—clinical data in one store,

genomic data in a second store, crossing

‘‘vertical partitions.’’ In our model this

happens internally to a site, and we refer

to those operations as performing data

integration, rather than federation. We

also distinguish between data that is

merely distributed, falling upon a user to

discover, query, and assemble results by

themselves, and data within a federated

platform, where the nodes coordinate

and communicate among each other.

One of the key parameters for a data

federation is the degree of decentraliza-

tion (Figures 1A–1C), which describes

how queries flow through the system

and whether there are centralized or

distributed identities.

Federated data platformmodels can be

considered along two additional dimen-

sions: (1) the level of access they provide

to the data and (2) the diversity of datasets

accessible via the federation. Figure 1D

illustrated the flexibility of data federa-

tions to handle additional constraints,

such as adding differential privacy to a

query. Figures 1E and 1F categorize

several well-known health data federa-

tions along these dimensions. For

example, the Datashield8 and the Local

EGA projects11 are ‘‘central access’’ or

‘‘hub and spokes’’ models (Figure 1B)

with a central infrastructure and identities.

Data access can also be approached in
21
various ways, from having a few prede-

fined queries, such as with the Beacon

Network10 and the Matchmaker Ex-

change (MME),9 to running arbitrary ana-

lyses, such as with Datashield.8

Federated platforms must also be de-

signed around the data types supported.

Including a broader range of multi-omics,

imaging, phenotypic and clinical data

types is more valuable to researchers

but increases complexity, may include

more sensitive data, and makes federa-

tion governance a larger task.

CanDIG federated platform model
Given our requirements, and learning

from successful health data federations

described above, we chose to implement

a fully distributed federated data platform.

The CanDIG platform has no centralized

infrastructure or data; coordination oc-

curs through the collaboration of the sites

and the governance, policy, and stan-

dards decisions at the national level.

This avoids a number of governance is-

sues—such as the location and jurisdic-

tional policies of centralized infrastruc-

ture—and makes it easier to assure local

data custodians of full control over their

data. An additional requirement was to

support a range of querying and process-

ing methods on a wide variety of data

types. Figures 1E and 1F illustrate Can-

DIG’s position in our federated data plat-

form design space.

A more detailed look at the implemen-

tation of these other federated data plat-

forms (see Table S2) demonstrated that

to be consistent with our decentralized

approach and our requirement to make

use of existing infrastructure wherever

possible, authentication would rely on

the identities and authentication mecha-

nisms of the participating sites. Users

would log in with their home sites cre-

dentials rather than with a centralized

CanDIG identity. Authorization decisions

would have to be made locally at each

site, based on the trusted federation-

peer user identity and the nature of the

request. Our requirement to allow a num-

ber of query and analysis methods over a

plethora of different data types necessi-

tate rather fine-grained authorization—al-

lowing a user to access counts of data

without necessarily allowing access to

individual records, for instance, or allow-

ing access to somatic cancer mutations
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Figure 1. Degree of decentralization of a federated data platform
(A) A centralized (not federated) data repository where data is pulled manually or automatically into a central data store.
(B) A hub-and-spokes model of federation (a ‘‘central access model’’ as described in Thorogood et al.2), where there is significant central infrastructure that the
peers are required to interact with.
(C) A decentralized, peer-to-peer network, where a user sends a request to a peer node—where relevant data may or may not be—and other peers are queried.
Results (represented by DNA) are then returned to the user.
(D) Results can be locally processed at each site before being returned; in this case, perturbing results for the purposes of privacy enhanced analytics, in this case
local differential privacy.12 We can further categorize well-known health data federations along dimensions of decentralization (central-access to peer-to-peer).
(E) Level of access to data (pre-specified queries to arbitrary workflows).
(F) The range of different kinds of datasets supported by the various platforms.
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but not germline variants. Details of our

implementation can be found in supple-

mentary notes section 1.

These requirements and design

choices make for an approach quite

different to other federated health data

platforms. The requirement to support

on-premises data meant moving to a

centralized secure enclave in the cloud

such as AnVIL1 was not feasible. Unlike

the Beacon network or DataShield, there

is no central portal or infrastructure; unlike

early versions of Local EGA, there is no

central identity; unlike Matchmaker Ex-

change, all requests are made by an iden-

tified researcher user (and authorization

decisions are based separately on that

identity and local data entitlements).

CanDIG federation governance
model
The CanDIG platform’s design has itera-

tively co-evolved with the governance of
the CanDIG Federation, which defines

the roles, responsibilities, and account-

abilities of all stakeholders.

In our multi-institution, multi-project

federated data effort, key stakeholders

include the national platform, the data-

hosting sites, and the data programs. All

play a role in governance and setting the

direction of the project. The national plat-

form is responsible for technical decisions

(on software development, architecture,

standards, and data modeling) necessary

for implementing a data platform consis-

tent with requirements and convening dis-

cussions and building consensus around

those requirements. The participating

sites are responsible for maintaining the

CanDIG software stack at their institution,

connecting it to local infrastructure (such

as compute and identity management),

following operations and security policy

and contributing to the development

effort. The data programs are the custo-
Cell G
dians for their local or distributed data-

sets, and own the relationships with the

data subjects, are responsible for obtain-

ing patient consents, data quality, and

harmonization across their sites, working

with the platform team tomap to common

data models, removal of direct identifiers,

and communicating authorization deci-

sions from their data access committees

to the platform. Further details on roles

and responsibilities are discussed in sup-

plementary notes, section 3.

CanDIG platform adoption of
GA4GH standards and technologies
Making use of existing and emerging

GA4GHstandards and frameworks3where

applicable helped CanDIG start quickly on

its federation by giving us relevant tech-

nical, policy, and data model standards

we could work with immediately. GA4GH

standards were extremely current, and

actively maintained, and so facilitated
enomics 1, 100033, November 10, 2021 3
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collaborations such as our involvement in

the Africa-Canada-EU CINECA project for

federated analysis of human cohort data

(web resources) which is committed to

following GA4GH standards.

Weprioritized standardadoptionbyhow

well they fit into our platform and federa-

tion design. As one example, an early

task was to flesh out the roles, responsibil-

ities, and accountabilities described above

in greater detail. We used standards and

frameworks, including the Framework for

Responsible Data Sharing (web resources)

and Data Security Infrastructure Policy

(web resources) as a ready and compre-

hensive list of responsibilities for health

data handling that we could ensure were

clearly assigned to one stakeholder or

explicitly shared between two stake-

holders.

On the technical side, the first version of

CanDIG APIs are built on top of the code

for the initial Genomics APIs (GA4GH

Server; web resources) developed at the

University of California Santa Cruz for

GA4GH. These Genomics APIs have

now been discontinued by the GA4GH in

favor of other standards, but using this

code base allowed us to start working

immediately with data custodians to

make data available, and to build our

authentication, authorization, and query

federation framework atop of an existing

codebase. Our authentication and autho-

rization approach is described in supple-

mentary notes section 1, including the

adoption of an API gateway. Use of the

gateway as a common external interface

to our components allowed us to begin

adding additional services and APIs, and

replacing others, while making use of the

same authentication, authorization, and

query federation. This made it easier to

adopt new services and APIs. Current

core functionality of a CanDIGv1 site in-

cludes adopted GA4GH standards such

as the Data Use Ontology (DUO),6 which

we use to document consents required

for individual datasets; RNAGet (web re-

sources) and htsget,13 which we have

implemented ourselves as standalone

services, and Beacon,10 as well as pre-

existing standards that have been adop-

ted by the GA4GH standards process

such as CRAM/SAM/BAM, and VCF. In

addition, DRS (web resources), and WES

(web resources) are already being used

internally at some sites.
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The version currently in development,

CanDIGv2 (web resources), includes those

services as well as our implementations

service-registry (web resources) to itemize

the growing number of services available

at a site, and Phenopackets (web re-

sources) for structuring and returning

phenotypic data for infectious disease or

rare disease projects. In addition, Visa

claims of the GA4GH Passport standard5

are being used as a standard format to

communicate data entitlements for a

research user within a site. Finally, we are

testing the use of GA4GH Variant Repre-

sentation4 as a common indexing mecha-

nism for variants to solve the problem of

allowing research users to perform variant

queries in a number of different formats.

Figure S1 shows how these tools and stan-

dards come together in the platform.

CanDIG use by pan-Canadian
projects
CanDIG currently makes genomic and

phenotypic data available to scientists

across Canada and international collabo-

ratorsaspartofdatasharing forfive leading

pan-Canadian projects, including the Terry

Fox Comprehensive Cancer Care Centre

Consortium Network (TF4CN) and Terry

Fox PRecision Oncology For Young peo-

pLE (PROFYLE14), as well as making hu-

manvariant data from theCanadianCOVID

Genomics Network (CanCOGeNHostSeq;

web resources) discoverable. It likewise

makes data from provincial or single-site

projects such as Personalized Onco-Ge-

nomics (Personalized Onco-Genomics;

web resources) and the INSPIRE study7

more accessible (current projects can

be found listed on Table S1). These five

projects, which include genomes and

health data for nearly 2,000 study subjects,

typically share their data via CanDIG so

that users can discover subsets of relevant

participant data (‘‘data discovery’’) and

explore that subset interactively.

CanDIG supports both controlled ac-

cess and registered access research

users. Controlled access is explicitly

granted by data access committees, and

researchers with controlled access entitle-

ments can see and query (via the dash-

board or programmatically via queries;

see next session) significant amounts to

those datasets. We also have a growing

number of registered access users15 who

have signed up and agreed to terms of ser-
21
vice but have very limited querying ability,

and only to those datasets (currently just

CanCOGeN HostSeq) that have opted in

to such access.

Data access through CanDIG:
Dashboard and queries
CanDIG provides web-based dashboards,

and programmatic querying via APIs, of

the datasets. Users generally start with

the dashboard.

Initial panes of the dashboard include

simple overviews of the data in a dataset

such as count of data subjects by geogra-

phy, demography, and broad phenotypic

categories, as well as indicating what mo-

lecular data types (variants, reads, RNA

expression) are available. These overviews

are useful initial introductions to a dataset,

and canbe themain requirement for a proj-

ect manager keeping track of the progress

of a project; relatively modest levels of

authorization are needed to be able to ac-

cess the data for these panes (Figures

2A–2C).

Researchers with higher levels of

controlled access can have deep access

to the data, allowing them to dig into indi-

vidual cases. This too can be done via the

dashboard, which allows viewing muta-

tions by gene (Figure 2D), integrated IGV

for viewing variants and their sequencing

context (Figure 2E), and information about

the analysis pipeline producing those re-

sults (Figure 2F).

We also enable programmatic access

to data in CanDIG via APIs. In addition to

the APIs discussed above, CanDIG has

implemented an initial set of cross-service

queries that allow querying for patients

thathavegivenclinical, variant, andexpres-

sion data features, integrating the results

frommultiple APIs. Use cases include pro-

grammaticdatadiscovery—identifyingand

querying relevant subsets of data based

on a set of criteria—in a potentially auto-

mated way, as well as data analytics. As

an example, we have demonstrated the

ability to use these APIs for privacy

enhancing machine learning (Figure 1C

and supplementary notes section 4). We

have trained a classifier on genomic and

clinical data that uses the cross-service

countsquerywithour initial implementation

of local differential privacy,12 a method of

privacy enhancing analytical queries with

provable limits on leaking of private infor-

mation based on perturbing query results.



Figure 2. Using the CanDIG portal
CanDIG dashboard overview pages (for a research project manager, or someone examining a dataset for the first time), and more detailed pages (for authorized
users). The website, and in particular the dashboard, is reactive and mobile-friendly, so that project status can be checked from anywhere.
(A–F) (A) The default simple summary statistics about participant data and cases available on the platform are shown. A project manager who wants to see
breakdowns by other variables can use the custom visualization widget, illustrated in (B). Finally, the research project manager can quality check clinical data by a
patient or check to see what associated genomic data is in the system through the patient’s tab, illustrated in (C). A bioinformatician working with a particular
sequencing project will want to explore genomic variants and read-level data, shown here with a federated mock dataset. A gene search page, shown in (D),
allows querying variants in the dataset by gene name; from there the bioinformatician can view reads from the variant location in one or more participant’s data in
an embedded IGV.js tool, shown in (E). Information about the analysis pipeline used to generate the data from the sample collection to the variant calling tool
settings can be shown through the sample analysis tab, shown in (F).
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Discussion
As the firstCanadiannational humangeno-

mics and biomedical federated data plat-

form, CanDIG provides researchers, clini-
cians, and their international collaborators

the ability to access and analyze a Cana-

dian pool of multi-omics and health data

and enables simpler data sharing across
Cell G
projects both nationally and internationally.

Byconnectingmultiple national healthdata

projects in Canada on a single platform,

and implementing GA4GH standards,
enomics 1, 100033, November 10, 2021 5
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CanDIGenablesall tobenefit frompan-Ca-

nadian datasets, as CanDIG and interna-

tional GA4GH-standards compliant efforts

can be queried jointly. Our involvement

with GA4GH and an international commu-

nity involved in data federation develop-

ments, also allowed us to build these sys-

tems faster, taking advantage of lessons,

development efforts, and components

developed in other systems.

The governance model of our fully

distributed, multi-jurisdiction, multi-proj-

ect platform makes explicit the roles

and responsibilities of the platform, soft-

ware development effort, sites, and data

custodians. The clarity and separation

of roles greatly eases participation in in-

ternational federation efforts such as

with the EU/Canada/Africa CINECA

project. We believe that our governance

model is portable to a number of other

distributed health data projects that

share data among trusted partners.

Based onwhatwe have learned, we are

continuing to develop CanDIG with a

more extensible service-oriented archi-

tecture, which will allow more ready

incorporation of more services, such as

further support for workflows via GA4GH

WES (web resources), additional authori-

zation capabilities, data access commit-

tee portals, additional molecular data

types, and more complex analytics. We

also look to enable interoperability with

clinical data by moving to a standard

clinical data model (OMOP: web re-

sources), querying of medical imaging

metadata, and stronger ontology sup-

port. These additional capabilities are

necessary to support the upcoming Digi-

tal Health and Discovery Platform (DHDP:

web resources) project, with greater

volumes and variety of data—but the

fundamental distributed authentication,

authorization, and federation approach

underlying CanDIG will remain un-

changed.

SUPPLEMENTAL INFORMATION

Supplemental information can be found online at

https://doi.org/10.1016/j.xgen.2021.100033.

WEB RESOURCES

Canada’s Genomic Enterprise (CGen), https://

www.cgen.ca/

GA4GH Framework for Responsible Sharing of

Genomic and Health-Related Data, https://
6 Cell Genomics 1, 100033, November 10, 20
www.ga4gh.org/genomic-data-toolkit/regula

tory-ethics-toolkit/framework-for-responsible-

sharing-of-genomic-and-health-related-data/

GA4GH Data Security Infrastructure Policy,

https://github.com/ga4gh/data-security/blob/

master/DSIP/DSIP_v4.0.md

Common Infrastructure for National Cohorts in

Europe, Canada, and Africa (CINECA), https://

www.cineca-project.eu/

GA4GH Server, https://github.com/ga4gh/

ga4gh-server

RNAget implementation, https://github.com/

CanDIG/rnaget_service

GA4GH Data Repository Service (DRS) Sche-

mas, https://ga4gh.github.io/data-repository-

service-schemas/

GA4GH Workflow Execution Service (WES)

Schemas, https://ga4gh.github.io/workflow-

execution-service-schemas/

GA4GH Service Registry API, https://github.

com/ga4gh-discovery/ga4gh-service-registry

Phenopackets, http://phenopackets.org/

CanDIGv2 software stack, https://github.com/

candig/candigv2

CanCOGeN HostSeq, https://www.genome

canada.ca/en/cancogen/cancogen-hostseq

Personalized Oncogenomics Program (POG),

https://www.bcgsc.ca/personalized-oncog

enomics-program

GenAP, Genetics & Genomics Analysis Plat-

form, https://genap.ca/

ID3 Decision Tree Classifier used to interact

with the CanDIG server, implemented to allow

differential privacy to protect PHI, https://

github.com/CanDIG/id3-variants-training

OMOP-CDM, https://www.ohdsi.org/data-

standardization/the-common-data-model/

DHDP, https://www.dhdp.ca
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Supplemental Notes

Section 1: CanDIG Implementation Approach

The CanDIG effort decided on several principles before building anything.

CanDIG:
● Is fully distributed: All data, and all infrastructure, is completely distributed; no shared

or centralized services. All coordination is done at the level of policy, protocol, or
software development.

● Gives the sites full local control of authorization to data: Consistent with common
governance and policies, local data custodians have complete control over access to
their data, and auditability/observability into data access and use. We do not support
large-scale data transfers and downloads as they sacrifice later auditability.

● Is API-first: Since we are building a platform whose success hinges on the interaction
between users and multiple sites, new development will rely on API-first design, with
APIs developed and documented, and services and clients built on this. This ensures
documentation of the APIs, interoperability between clients, and alignment with GA4GH
efforts.

● Supports private consented research data: Our mission is to connect
privacy-sensitive, although not directly identifying, human health data. We will rely on
modern authentication and authorization technologies to that end, and follow GA4GH
Security Working Group's best practices. Since CanDIG is also fully distributed there is
no central infrastructure to maintain or secure. We don't intend to support non-private
data (e.g., from model organisms) or unconsented data from routine clinical care.

● Is Open Source, Standards-Based, and Interoperable: CanDIG builds on existing
standards, on matters both technical and genomic (via its role as a driver project for the
GA4GH effort). We enthusiastically adopt software written elsewhere. This approach
allows interoperability as wide as possible while focusing our efforts only where it
addresses our particular needs.

CanDIG-server (web resources) is a core part of the v1 platform, implementing many of the
APIs it supports (and all that are mandatory for a v1 node). In the CanDIG server, many API
endpoints are built on the retired GA4GH reference implementation (GA4GH Server: web
resources) – indeed, roughly half of the code in the CanDIG-server comes from the reference
implementation – and thus inherits its style, and how they were implemented. HTTP RPC-style
methods are used for data retrieval, where the POST endpoints have a pre-defined request and
response structure in protobuf, whose JSON form is accepted. We've built on that to allow
binary protobuf messages between sites where the size and serializability of the response is an
issue. In early work, we added 23 sets of newly-added clinical and pipeline metadata endpoints,
each permitting both a simple request and a complex search with filtering. We support a number
of operators in the filter objects, including lt, le, eq, ne, ge, gt, contains, in, etc. To ensure the
ease of use of our APIs, we provide a Swagger API documentation, whose definition is widely
used and can be visualized via a number of tools. We also provide a number of sample queries
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that cover most of the common use-cases. By implementing these searches consistently across
services we enabled complex cross-datatype queries; future work will investigate the new
standard GA4GH Data Connect for such searches. In addition, we added a clinical and
phenotypic data model informed by rare-disease work and a late pre-mCODE standard for
cancer studies1.

Having an initial set of APIs over genomic and relevant clinical data allowed us to bootstrap our
federation and distributed authentication and authorization infrastructure atop. In our
decentralized federation, there is no central “CanDIG” identity; each user has a home site,
typically the institution at which they work, where they can log in using their local credentials and
can view the dashboard there. This propagates the queries necessary to drive the dashboard
across to all federation partners. Currently, a simple, single-step fan-out is sufficient. Each site in
the federation recognizes the identity of the other sites and makes authorization decisions
regarding access to the data it hosts. The granularity of that authorization allows for multiple
projects to be supported without exposing data from one project to researchers of another
unless so authorized. That information is then presented to the user via their home site.
Because the user is necessarily authorized to see the data from the response, and the home
site is effectively the user’s work computer, the requests can be safely aggregated at the home
sites. Other topologies and communication strategies have been tested and will be used as the
number of our participating sites grows.

Key to our authentication is open-source software components: Keycloak and Tyk, one of which
exists at each site. Managing the Keycloak instance is a shared responsibility between the
CanDIG developers and the local host site IT team; it allows users to log in using research
institution or hospital credentials, allowing trusted federation partners to handle identity
management, while providing OpenID Connect identity tokens. Keycloak is connected to each
site’s internal authentication service and does not store any credentials itself. Keycloak has
out-of-the-box support for active directory, LDAP, and Kerberos for internal network user
registries. We do not federate identities; we recognize as part of the federation agreement the
distributed identities supplied by the federation partners. Relying on standard tools has made it
easy to extend our approach to authentication - as part of the CINECA project, we have shown
that we can conditionally accept ELIXIR OIDC tokens (CINECA: web resources) as an identity
token. We had to fix a bug in Keycloak (web resources) to do it, but by doing so we contribute to
the entire ecosystem of users interested in using GA4GH passport tokens.

Services rely on the user's OIDC Identity Token associated with each request - after a final
validation – to authorize data requests. In the CanDIG model, authorization is informed by
platform-level information, but authorization decision-making is always strictly local. Currently,
authorization information is maintained in a local text-based database; users with different
project roles or areas of specialty are granted different "access levels" to a dataset by the
study's DAC, with each record of clinical and phenotypic data belonging to a dataset and each
property within the record having a default access level. However, the required access levels of
each item - each property of any particular row - can be increased, allowing, for instance, data
custodians responsible for data from marginalized populations to require additional levels of
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authorization to access the study data, reinforcing privacy protections for individuals particularly
vulnerable to medical and other discrimination.

At each site, the open-source API gateway Tyk serves as a "single sign-on" for any services
behind it; it validates the OIDC tokens from any of the federation Keycloak instances, and once
the request has a recognized identity token it allows rewriting or rerouting of requests enabling
us to maintain a static external set of APIs while changing internals. Tyk also has essential
features such as session handling, rate limiting and logging of incoming requests. We
implemented middleware to also handle the "OAuth2 dance", to perform the 3-way
authentication handshake involving the client and Keycloak, so that Tyk serves as the "Relying
Party" for OIDC/OAuth2.

With the authorization in place, complex queries that researchers wish to perform
programmatically or that are awkward to use a web interface for are available through
increasingly rich APIs connecting the individual services and APIs supported by the platform.
These components were unified through a single /search endpoint returning the information, or
/count which returns counting aggregations, implemented in the candig-server codebase.

Once the distributed identity, local authorization, APIs, and API gateway were in place, it was
straightforward to begin refactoring and adding additional capabilities. The federation
component, originally built into candig-server, has been pulled out into its own service with
extended functionality; this allows us to integrate new services, with one site supporting
RNAGet and two supporting htsget, allowing us to both provide needed functionality early and
test-driving new services and methods for integration into next versions of the software
implementation.

With the federation approach now solid and battle-tested, the bootstrapping and learning
approach we’ve taken with the development of the federation and platform are now able to more
rapidly iterate. We now are actively working on version two (CanDIG V2: web resources) of the
software stack, with technical write-ups underway, and have plans for version three (including a
very different approach to clinical data modelling (OMOP Service: web resources), using the
well-known OHDSI OMOP Common Data Model (web resources)), but crucially the basic
federation approach and overall architecture will differ very little. Our implementation of
authorization will grow more sophisticated in some ways (web resources), with a policy engine
(OPA: web resources) simplifying the coordination of authorization across multiple services and
addition of DAC portals using ELIXIR’s REMS (web resources) tool; and less complicated in
others – while the per-field granularity of v1’s authorization was desired by some data
custodians, in practice it was rarely used and will be handled more simply. But crucially the
basic approach of local authorization informed by federation-level information remains the
same, and only the box names on an architecture diagram change.

What we’ve learned and are iterating on also includes operations. We’ve gained experience
working with local site managers on shared tools that cross the CanDIG/site service boundaries
with Keycloak. Work underway for the next version which will support larger scale and
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automation, we have defined new boundaries. MinIO and GA4GH Data Registry Service (DRS),
already implemented at one site, mark the standard APIs for storage which the CanDIG stack
can leverage but allow sites to use a variety of back-end storage systems. Similarly, the GA4GH
Workflow Execution Service (WES) (web resources) and the Common Workflow Language
(CWL)2 implemented at two but not yet exposed to the user allow us to decouple the definition
and invocation of computational pipelines from how they are run on back-end computational
infrastructure.

To support standards and interoperability, we build wherever possible on existing technical and
genomic standards. As mentioned earlier, we use OIDC for authentication, and OpenAPI for
defining APIs; we rely on standard genomics formats like CRAM and VCF; we use and help
shape GA4GH APIs such as Htsget, Beacon, and RNAget, GA4GH ontologies such as DUO for
consented use for data. Upcoming work will use standards in exposing services such as CWL,
GA4GH WES, and DRS. We have established the success of this approach in promoting
interoperability by demonstrating initial two-way authentication with the ELIXIR Authentication
and Authorization Infrastructure3.

Section 2: A Granular Model of Data Federations

We have employed a six-dimension approach to describing the design of data federations, using
the distinctions outlined below (Supplementary Table 2). Foundationally, a governance model
which includes how federation peers join and leave, and the trust model required between them;
how authentication of federation users work; the granularity of authorization; what queries are
enabled; how queries flow through the federation; and how intermediate data is combined to be
presented to the researcher.

In MME, researcher identities are only meaningful at each node, and the nodes themselves
make requests of each other.

The depth of access to data often reflects deeper cooperation and shared governance between
the data sites. Federations can be quite open, allowing new peers readily, such as the Beacon
Network, or closed, allowing deeper access to the data or access to sensitive data but requiring
formal agreements to be signed to join (such as Datashield, with deep access to data, or MME
with access to deeply phenotyped childhood rare disease data).

We have a strong trust model between our participating institutions. They are all teaching
hospitals and research institutions with long histories of collaboration and experience signing
and honouring agreements with each other. A primary use case for CanDIG is to support
national projects that the sites are collaborating on. While we do not expose raw data between
sites, this strong level of trust gives us greater flexibility in the release of and combination of
intermediate results in analyses.
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Platform authentication is performed at the institution level – each institution provides a strong
identity for its CanDIG users, and each user must have a CanDIG institution vouching for them.
All requests in the platform are tied to a single user, ensuring enforceable accountability at the
level of the researcher and the institutions. For authentication, we use the web—standard
OpenID Connect (OIDC)4 technology.

For controlled access data, access authorization decisions are made locally by the data sites. In
our case, these sites bear ultimate responsibility for incorrectly authorized data release.
However, many of the data sets stored within CanDIG are part of larger national projects which
have data access committee lists maintained by one of the sites. Thus, the local authorization
takes as input external data.

Query flow through our system is entirely peer-to-peer. Since every user “belongs” to an
authenticating site, their queries can flow to that site, whence they propagate outwards through
the closed federation to be received at peer sites. All requests through the system are
associated with the single authenticated researcher who made the request; this is simplified by
our adoption of OIDC authentication. While we have experimented with peer-to-peer cycle
topologies to enable certain types of privacy-enhancing aggregations, for the time being, we use
a simple fan-out topology.

For result aggregation, we make use of the fact that each user is strongly associated with a
particular site, and so results the user is entitled to access can be safely aggregated on that
site. We have also experimented with the use of homomorphic encryption to allow for global
approaches to differentially private aggregations. This requires lower amounts of total noise
(and thus higher result utility) to maintain privacy than our current local (or regional) differential
privacy approach but is not implemented currently.

Finally, CanDIGv1 does not automate any form of platform-wide observability or auditability of
access patterns across the closed federation as a whole, given the select number of sites, the
closely-knit team, and the modest query rate, this has not been necessary. Approaches are
being proposed for v2.

Section 3: Roles and Responsibilities in the CanDIG model

With a “multi-tenant” platform supporting multiple research projects, and federation separating
the roles of sites and the platform as a whole, the CanDIG project has had to be very explicit
about the roles and responsibilities of each partner in its role (Supplementary Figure 2). Below
is a more detailed listing of the roles and responsibilities outlined above (see Supplementary
Table 3).
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Section 4: Local Differential Privacy Proof of Concept

The CanDIG platform provides authorized researchers access to complex queries and analyses
of distributed datasets, jointly across various supported data types. This is enabled through very
fine-grained authorization. Staff and researchers with different project roles or areas of specialty
are granted different "access levels" to a dataset by the study's DAC, with each record of clinical
and phenotypic data belonging to a dataset and each property within the record having a default
access level. However, the required access levels of each item - each property of any particular
row - can be increased, allowing, for instance, data custodians responsible for data from
particularly marginalized populations to require additional levels of authorization to access the
study data.

With the authorization in place, complex queries that researchers wish to perform
programmatically or that are awkward to use a web interface for are available through
increasingly rich APIs connecting the individual services and APIs supported by the platform.
These components were unified through a single /search endpoint returning the information, or
/count which returns counting aggregations. These APIs supported by the platform permit
researchers to programmatically perform complex queries that are not supported by the user
interface. Such queries can serve both discovery and simple analyses use cases.

For custodians who are considering making data available for discovery queries to a broader
range of researchers while maintaining participant privacy, CanDIG has demonstrated support
for making privacy enhanced analytics queries available as counts with local differential privacy
5 as an  initial proof of concept. Laplace or exponential noise can be added to counts at each
site before being summed and presented to the user (Figure 1A). This can be used for data
discovery, but is also enough to support complex analyses. For instance, it is possible to train
ID3 machine-learning classifiers 6 to predict ancestral data from a modest number of informative
SNPs in the 1000 genomes data using the existing counts functionality (ID3 Decision Tree
Classifier implementation can be found here: https://github.com/CanDIG/id3-variants-training).
To illustrate this we perform queries on the client side that gather counts of a small set of
known-informative SNPs - a subset of 17 from a known panel of 55 7, grouped by demographic
information (the 1000 genomes ancestry), and train a decision tree classifier based on the
"splits" of ancestry by presence or absence of the SNPs. ID3 decision trees work particularly
well with differentially private aggregations due to their use of counts (Figure S3).

It is also possible to use the APIs to perform more traditional population genetics visualizations
such as identifying SNP counts versus ancestry. Our experience with these workflows is
informing the continuing development of cross-service APIs for analytics, pushing the analyses
to the server rather than the client.
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Supplemental Figures

Figure S1: Current and Coming Use of GA4GH standards in the CanDIG Platform, related to CanDIG
Platform Adoption of GA4GH Standards and Technologies. A schematic diagram illustrating how GA4GH
technical standards are being used in the evolving CanDIG platform as we move towards deploying CanDIGv2.
Illustrated are representations of services and standards being deployed within an individual CanDIG site, and
how they build upon each other - use of standard Phenopackets eases the lightning of Beacons, a standard
Variant Representation will avoid ambiguity of variants, the Data Repository Service powers Workflow Execution
Service as well as other file-based services such as htsget, and internally entitlements are propagated using a
representation based on Passport visas. Consent metadata uses ontologies like DUO. Not shown are services
following similar patterns as others, such as RNAget or refget, and that each service identifies itself using
Service-Info. Also not shown are the use of policy standards such as the Framework for Responsible Data
Sharing, Breach Reporting, or Privacy and Security Policy. Tools that are a mandatory part of CanDIGv1 are
noted with (v1); those that are deployed but not mandatory in v1 are noted with (v1+); those that additionally are
required as part of CanDIGv2 are noted with (v2); those that are in development for future versions of v2 are
noted with (v2+).
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Figure S2: Division of Roles and Responsibilities to CanDIG Federation Stakeholders, related to CanDIG
Federation Governance Model. A high-level Venn diagram of roles and responsibilities of CanDIG Platform
Partners - the data custodians (such as research projects), the platform effort, and the individual sites. A more
detailed list of the responsibilities of each partner is shown in Supplementary Table 3.
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A

B
ID3 (label, dataset, cur_ethnicity_counts, has_variants, lacks_variants, remaining_variants, dataset)

node ← create_node(label=label, left=∅, right=∅)

if |remaining_variants| = 0 || argmax cur_ethnicity_counts = sum(cur_ethnicity_counts)
node.label ← argmax cur_ethnicity_counts
return node

best_ig, best_v, best_ec_left, best_ec_right ← -∞,  ∅,  ∅,  ∅
for v in remaning_variants:

CanDIG API call: counts_left ← count(dataset, has_variant=v ∪ has_variants, lacks_variants, by=ethnicity)
counts_right ← clip(cur_ethnicity_counts - counts_left)
information_gain ← gain(counts_left, counts_right)
if information_gain > best_ig

best_ig, best_v, best_ec_left, best_ec_right ← information_gain, v, counts_left, counts_right

node.left ← ID3(+best_v, best_ec_left, has_variants ∪ v, lacks_variants, remaining_variants - v)
node.right ← ID3(-best_v, best_ec_right, has_variants, lacks_variants ∪ v, remaining_variants - v)
return node

tree ← ID3(label=root, has_variants=∅, lacks_variants=∅, remaining_variants=variants, training_dataset)
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Figure S3: Proof of Concept Implementation of Local Differential Privacy, related to Figure 1D. Consistent
with our approach of ensuring local control over authorization decisions, for queries or datasets where differential
privacy is required we demonstrate a proof of concept implementation of the privacy enhancing analysis technique
of local differential privacy. In local differential privacy, each data site determines its privacy parameter 𝝐 and
perturbs the results with a corresponding degree of Lapacian or exponential noise. Lower 𝝐 means lower privacy
loss, requiring more noise and lower resulting accuracy. This contrasts with global differential privacy, where a
central site adds a global level of noise after getting unperturbed data from the sites. A Demonstrates a proof of
concept, training of an ID3 tree based on 17 known ancestry informative SNPs on five of the 1000 genomes
superancestries, with per-query laplacian noise (determined by the query sensitivity and 𝝐) added at each query,
trained on 250 randomly selected training genomes and tested against held out samples. With decreasing levels of
the privacy parameter 𝝐, privacy increases and utility is diminished; accuracy varies more widely run to run with
larger amounts of noise (smaller values of 𝝐). Future implementations will make use of robust production-quality
differential privacy implementations such as those of OpenDP (https://opendp.org/). B Illustrates the classification
algorithm, an ID3 tree classifier, implemented on the client side.
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Supplemental Tables

Project Status
Number of

Participants
with data

Participating Sites
Genomic and

other Data
Types

Precision
Oncogenomics
(POG)8

Current 570

BC Cancer Canada's
Michael Smith
Genome Sciences
Centre (BCGSC)

WGS - tumour
and normal

INSPIRE 9–11 Current 106
University Health
Network (UHN)

WES - tumour
and normal;
RNA-Seq

TF4CN/COMPARISO
N

Current 12 UHN, BCGSC
WGS - tumour
and normal;
RNA-Seq

CanCOGen HostSeq
(web resources) -
COVID-19 Host
sequencing data,
initial project for
CanDIGv2

Current
983 currently,
rising to
10,000

BCGSC, with McGill
to join shortly

WGS

PRecision Oncology
for Young peopLE
(PROFYLE)12

In progress 338
McGill, SickKids,
BCGSC

WGS - tumour
and normal;
RNA expression

Digital Health and
Discovery Platform
(2021-2025)

Upcoming
Target: 15,000
over 4 years

Initially: McGill,
Centre hospitalier de
l'Universite de
Montreal (CHUM),
UHN, BCGSC

WGS - tumour
and normal,
imaging,
extensive clinical
phenotype
(mCODE)

Table S1: CanDIG Datasets, related to CanDIG Use By Pan-Canadian Projects
Current and forthcoming projects supported by CanDIG, including available patient numbers and data types.
CanDIG’s federation and distributed authentication and authorization will be part of the DHDP (web resources), a
national platform initially supporting the government of Canada and Terry Fox Research Institute-supported
Marathon of Hope Cancer Centre Network (web resources), a 15,000-patient cohort-of-cohorts of consented
cancer data.
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Model
Governance
& Peer Trust

Model
AuthN AuthZ

granularity Queries Query flow Results
gathering

Beacon
Network 13 Open

Partial
recognition
of external
identities

Multi-dataset;
open, registered
access, controlled
access

Single-query Hub-spoke
Aggregation to
hub

MME 14 Closed Site-to-site Single-dataset Single-query Pairwise
Pairwise
aggregation

DataShield15

Somewhat
closed; peers
trust central
portal

Central
identity

Fine-grained
Many (~140)
primitives

Hub-spoke
Summary
statistics only

Local EGA16
Closed

Central
identity

Multi-dataset File access Hub-spoke
Aggregation to
requestor

SPHN 17 Closed, low-trust
Recognition
of node
identities

Fine-grained,
multi-dataset

Multiple APIs Peer-to-peer

Secure
multi-party
computation,
homomorphic
encryption

CanDIG Closed,
high-trust

Recognition
of peer
identities

Fine-grained,
multi-dataset

Multiple APIs Peer-to-peer

Aggregation to
requesting site;
optional
differential
privacy

Supplementary Table 2: Six-Dimension Approach to Designing Data Federations, related to CanDIG
Federated Platform Model
A comparison of different federation models along six dimensions - governance/peer trust, authentication,
authorization granularity, query range, query flow, data gathering.
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CanDIG Platform Data Custodians CanDIG Sites

The federation of CanDIG sites,
and the coordination thereof. A
national steering committee of
PIs, advisors, and technical
leadership.

Responsible for:

● Coordinating software
development (which
takes place at the sites)

● Policy setting, including
adopting
GA4GH-recommendatio
ns for best practices

● Coordinating operating
best practices,
developed at the sites

● Road-mapping based on
user (via custodians)
and operational (via site)
input

● Standards adoption and
development

● International
interoperability

● Working with external
collaborators

● Onboarding new data
custodians/data projects

● Promoting the
harmonization of data
access conditions
(authorizations) between
local custodians

May be national (with data
hosted at multiple sites) or local
(with data hosted at one).

Responsible for:

● Interacting with
participants (consent,
withdrawal)

● De-identification
● Data quality
● Defining authorizations,

authorized users, such
as through a data
access committee
(DAC)

● Defining additional
requirements and
feature requests

Located at a health research
institution; works closely with
both local data custodians and
the platform effort.

Responsible for:

● Integration of the stack
with local identity
management,
compute/storage
infrastructure

● Providing authentication
and federated query
handling for local users

● Operating best
practices, backups,
monitoring

● Sharing knowledge and
best practices

● Keeping the software up
to date

● Ingesting data from local
custodians

● Maintaining peering with
federation sites

● Reporting
● Enforcing up to date

authorizations
● Incident response and

breach reporting

Table S3: Roles and Responsibilities of CanDIG Partners, related to CanDIG Federation Governance Model.
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Supplementary Material Web Resources

CanDIG Server, https://github.com/candig/candig-server

GA4GH Server, https://github.com/ga4gh/ga4gh-server

CINECA, Integration of new cohort infrastructures to the ELIXIR AAI,

https://www.cineca-project.eu/blog-all/integration-of-new-cohort-infrastructures-to-the-elixir-aai

Keycloak, Pull Request, https://github.com/keycloak/keycloak/pull/7214

CanDIG V2 https://github.com/candig/candigv2

OMOP Service, https://github.com/CanDIG/omop_service

OHDSI, OMOP Common Data Model,

https://www.ohdsi.org/data-standardization/the-common-data-model/

CanDIG V2 Authentication and Authorization,

https://www.distributedgenomics.ca/posts/candigv2-aai/

Open Policy Agent (OPA), https://www.openpolicyagent.org/

ELIXIR, https://www.elixir-finland.org/en/aai-rems-2/

Workflow Execution Service (WES),

https://github.com/ga4gh/workflow-execution-service-schemas

CanCOGeN HostSeq, https://www.genomecanada.ca/en/cancogen/cancogen-hostseq

Digital Health & Discovery Platform (DHDP), https://www.dhdp.ca/

Marathon of Hope Cancer Centres, https://www.marathonofhopecancercentres.ca/
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