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In what follows, we introduce the workflow and usage of
the Domain Adaptation Toolbox for Medical data analysis
(DomainATM). The software and source code of DomainATM
can be found online'.

A. Prerequisite & Installation & Launch

Before using the toolbox, the “image processing toolbox”
and “statistics & machine learning toolbox” of MATLAB need
to be installed.

After downloading the toolbox, for Windows and Mac OS
systems, click the file “DomainATM.mlappinstall” to install
the toolbox; for Linux system, please click “Install App” in
the “Apps” of MATLAB to install the DomainATM. Within
seconds, the installed toolbox will appear in the “Apps”
of MATLAB. Click the icon of “DomainATM”, then the
toolbox will be launched, as shown in Fig. S1. To make
the toolbox run correctly, the current working directory of
MATLAB needs to be set to the directory of the toolbox. For
example, if the toolbox (including all the subfolders) is saved
in “E:/DomainATM”, then the current working directory of
MATLAB should be set to “E:/DomainATM”.
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Fig. S1. Installation and launch of the DomainATM toolbox.

B. File Organization

There are several subfolders in the directory of the tool-
box, including: “data”, “algorithms_feat”, “algorithms_img”,
“evaluation”, and “tools”, as shown in Fig. S2. Specifically,
the “data” subfolder is used to store real-world or synthetic
medical datasets. The “algorithms_feat” and “algorithms_img”
subfolders are used to store feature-level and image-level
domain adaptation algorithms, respectively. The “evaluation”
subfolder is used to store results generated by different domain
adaptation algorithms. The “tools” subfolder stores functions
used by the toolbox.
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Fig. S2. Subfolders in the directory of the DomainATM toolbox.

C. Creating Dataset

Click the “Create Dataset” button, then the dialogue for
generating synthetic dataset will be popped up as shown in
Fig. S3. Users can set the number, mean value, and covariance
of positive/negative samples in source domain and target
domain, respectively. Otherwise, default settings will be used.
Click the ”Create” button, then the created dataset will be
visualized and automatically saved in the “data” subfolder of
the toolbox.
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Fig. S3. Creating synthetic dataset for evaluation of domain adaptation
algorithms using the DomainATM toolbox.

D. Loading Dataset

To perform feature-level domain adaptation, the first step
is to load the data into the toolbox. Both real-world medical
datasets or synthetic datasets are stored in the “data” subfolder.
Click the “Load Data” button and a file selection dialogue will
be popped up. Select the data to be processed, then they will
be loaded and automatically visualized in the user interface,
as shown in Fig. S4.

To prepare the dataset for feature-level adaptation, it should
be a .mat file that consists of the following three items.
1) X: source and target data, with each row representing a
sample and each column representing a feature. 2) Domain
label: a logical vector, with each element indicating that the
corresponding sample comes from the source domain (with
the value of “1”) or the target domain (with the value of “0”).



3) Y: category labels for source samples and target samples.
(“1” for positive samples, “2” for negative samples, “0” for
unlabeled samples).
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Fig. S4. Loading data into the DomainATM toolbox for further adaptation
processing. After being loaded, the data distribution will be automatically
visualized.

E. Performing Feature-Level Data Adaptation

After loading the medical dataset (each sample is repre-
sented by a feature vector), users can run and test different
domain adaptation algorithms. Click the “Feature-Level Adap-
tation” button, then the corresponding dialogue will be popped
up. In the dialogue, all the available adaptation algorithms are
listed. User can select one and then run it for the data that have
been loaded already (if no data are loaded or no algorithm is
selected, there will be a warning and nothing will run). After
running, the data (in feature space) before and after adaptation
will be saved in the “evaluation” subfolder (the result is named
as algorithm + timestamp + dataset). Meanwhile, the data
before and after adaptation will be visualized in the toolbox
as shown in Fig. S5. Currently, the DomainATM includes nine
built-in feature-level domain adaptation methods, with details
introduced as follows.

1) Subspace Alignment (SA) [1]: The key hyper-parameter
is the dimension of the shared subspace (default value
is 2).

2) Correlation Alignment (CORAL) [2]:
parameters.

3) Transfer Component Analysis (TCA) [3]: The key
hyper-parameters are the kernel type (default setting is
“rbf”’) and subspace dimension (default value is 2).

4) Optimal Transport (OT) [4]: The key hyper-parameter is
the regularization coefficient (default value is 0.01).

5) Joint Distribution Adaptation (JDA) [5]: the key hyper-
parameters include kernel type (default setting is “rbf”)
and subspace dimension (default value is 2).

6) Transfer Joint Matching (TIM) [6]: The key hyper-
parameters include kernel type (default setting is “rbf”)
and subspace dimension (default value is 2).

7) Geodesic Flow Kernel (GFK) [7]: The key hyper-
parameter is the subspace dimension (default setting is
2).

8) Scatter Component Analysis (SCA) [8]: The key param-
eter is the dimension of the transformed space (default
setting is 2).

No hyper-

9) Information-Theoretical Learning (ITL) [9]: The key
hyper-parameters include subspace dimension (default
value is 2) and regularization parameter (default value
is 10).

Note that the TCA and GFK algorithms were implemented
based on source code provided by Ke Yan?. The JDA and TIM
algorithms were implemented based on source code provided
by the authors®. The users can tune the parameters of each
algorithm in their scripts in the “algorithms_feat” subfolder.
In each script, parameters can be set in a section with the tips
of “set your parameters here”.
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Fig. S5. Selecting and running a domain adaptation algorithm for the loaded
medical dataset. After running, the result will be saved as .mat data file in
“evaluation” subfolder.

F. Evaluating Feature-Level Adaptation Algorithms

After the processing of domain adaptation by a specific
algorithm, the data before and after adaptation will be saved
in the “evaluation” subfolder. Users can evaluate the adap-
tation performance by clicking the button of “Feature-Level
Metrics”. In the popped-up dialogue, click the “Load Result”
button, and then select and load the feature-level adaptation
result of a specific algorithm. Then, the evaluation metrics will
be automatically computed and displayed in the user interface.
Meanwhile, the distribution of original data and adapted data
will be visualized as shown in Fig. S6.
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Fig. S6. Evaluation of feature-level domain adaptation algorithms in the
DomainATM toolbox. After loading the result (in .mat file), performance
evaluation metrics before and after adaptation will be calculated, and the data
distribution will also be visualized.
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G. Performing Image-Level Data Adaptation

To perform image-level domain adaptation, click the
“Image-Level Adaptation” button, and the corresponding di-
alogue will be popped up. In the dialogue, select the source
and target images, as well as the adaptation algorithm. After
that, click the “Run” button to run the algorithm. With a
few seconds, the adapted/harmonized source image will be
displayed in the user interface. This process is illustrated in
Fig. S7.

The DomainATM toolbox includes two built-in image-
level domain adaptation methods. 1) Histogram Matching
(HM) [10]: No hyper-parameters are needed for this method.
2) Spectrum Swapping-based Image-Level Harmonization
(SSIMH) [ 1]: The key hyper-parameter is the threshold value
for the range of low-frequency region for source and target
image. The default value is set to 3 in the toolbox. Please note
the image-level domain adaptation module can work well in
the following two different problem settings.

1) One-to-One Image Harmonization: Given a source im-
age and a target/reference image, one can select a
specific algorithm to adapt the source image to the target
image space.

2) Batch Image Harmonization: Given multiple source im-
ages and a target/reference image, we can adapt all
the source images to the target image space via batch
harmonization. In this setting, only the first source image
is displayed in the GUI of DomainATM.

There are two manners for users to perform “Batch Image
Harmonization”. The first way is to click the “Load source
image” button, and then select multiple MRIs in .nii format.
After running, the adapted (harmonized) source images will be
saved in the “evaluation” subfolder with the naming format
of “source image name + adaptation method + target im-
age name + time stamp”. The second way is to first click
the “Batch Image Harmonization” button, and then in the
popped-up window, select the folder which stores the MRIs
that to be harmonized. After running, in the “evaluation”
folder, there will be a created subfolder which stores all the
adapted (harmonized) source images. For example, suppose
the user stores all the source MRIs in a subfolder “Batch
Source Images” of the “data” folder, and the target image is
Target_Image.nii. After running, all the adapted (harmonized)
images can be found in a subfolder “Batch Source Image_h”
of the “evaluation” folder.

Users may want to perform site-to-site image adaptation. A
practical solution is to first select a “reference image” that can
represent the properties of all target images. Then, one can use
the “batch image harmonization” module in DomainATM (as
described above) to harmonize all the source images to the
reference target image. Another solution is that one can first
select a predefined template such as Anatomical Automatic
Labeling (AAL) [12] as the “reference image”, and then adapt
all source and target images to the common template space.

H. Evaluating Image-Level Adaptation Algorithms

When the image-level adaptation is finished, the adapted
source images will be automatically saved in the “evaluation”
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Fig. S7. Image-level domain adaptation by the DomainATM software.

subfolder. To assess the adaptation performance, click the
“Image-Level Metrics”. In the popped-up dialogue, select the
source image, target image and adapted/harmonized image,
respectively. Please note that if the users have already loaded
the source and target images via the “Image-Level Adaptation”
module, these images will be automatically displayed in the
dialogue of “Image-Level Metrics”, and users do not need
to load them again. Then click the “Run” button to run the
evaluation. The metrics before and after adaptation will be
calculated and shown in the user interface. This process is
illustrated in Fig. S8.

1. Plugging Self-Defined Data Adaptation Algorithms

In real-world practice of medical data analysis, the users
may want to develop their own domain adaptation algorithms.
To cater to this demand, the DomainATM toolbox allows the
users to add their own methods into the toolbox. In both
of the dialogues for feature-level adaptation and image-level
adaptation, the users can click the “Add Your Algorithm”
button, which can guide the user to the subfolder to write
their own scripts. All the algorithms should follow consistent
input/output formats. After that, click “Refresh” button, the
self-defined algorithm will be displayed in the toolbox. The
users can select, use, and evaluate their customized algorithms
just like all the other built-in algorithms as described above.
Fig. S9 illustrates the operations.

For feature-level data adaptation, a self-defined algorithm
should include the following four sequential parameters:

o X: All samples in the source and target domains. It is
an n X m matrix, with n and m denoting the number of
samples and the feature dimension, respectively.

o domain_label: It is n-dimensional logical vector indicat-
ing whether the -th sample is from source domain or not.
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Fig. S8. Evaluation of image-level domain adaptation by the DomainATM
toolbox.
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Fig. S9. Plugging self-defined domain adaptation algorithms into the Do-
mainATM toolbox.

That is, domain_label(7) = 1 denotes that it is from the
source domain, while domain_label(¢) = 0 denotes that
it is from the target domain.

e Y: Category labels for all the samples. For some unsu-
pervised algorithms, this parameter may not be used. If
not used, Y can be set to a zero vector.

e param: A struct containing all hyper-parameters.

So we can define a feature adaptation algorithm FeatureDA
via X' = FeatureDA(X, domain_label, Y, param), where X' is
the samples after adaptation (with the same type as X). If no
label is needed, the value of Y can be set to zero.

For image-level data adaptation, a self-defined algorithm
should include the following three parameters:

e source: A source image in .nii format.

o target: A target image in .nii format.

e param: A struct containing all hyper-parameters.

One can define an image adaptation algorithm ImageDA via
the following: S’ = ImageDA(source, target, param), where S’
is the source image after adaptation.
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