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Supplementary information 

 

Logistic regression  

The Logistic regression (LR) model is part of the class of generalized linear models. It is 

a nonlinear regression model used when the dependent variable is dichotomous. The 

objective of the model is to establish the probability with which an observation can 

generate one or the other value of the dependent variable; it can also be used to classify 

observations, based on their characteristics, into two categories [1].  

 

Linear discriminant analysis 

Linear discriminant analysis (LDA) is employed to look for the linear combination of 

features which best separates the two classes. The resulting combination is used as a 

linear classifier. LDA is closely related to ANOVA (analysis of variance) and regression 

analysis, the aim of which is to express one dependent variable as a linear combination 

of other features or measurements. LDA is also closely related to principal component 

analysis (PCA) and factor analysis, since both look for linear combinations of variables 

which best explain the data. More precisely, LDA attempts to model the difference 

between the classes of data [2].  

 

The Decision-Tree model 

A decision tree is a tree-like collection of nodes intended to create a decision on value 

affiliation to a class. In our case, each node represents an UPSIT item, each branch a 

possible decision related to that node (in our case, correct vs. incorrect answer). 

Hierarchical selection of the items is based on information gain, which represents an 



estimate of entropic reduction of the information initially contained in data by means of 

the choice that can be attributed to that item. Therefore, each node represents a 

splitting rule for one specific UPSIT item. The building of new nodes is repeated until 

the stopping criterion (i.e., the class) is met. A prediction for the class label attribute is 

determined depending on the majority of the cases which reached this leaf during 

generation [3]. 
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Supplementary tables 

 

Supplementary table 1a. Top 12 discriminating odors selected for each statistical 

method employed. Items are ordered from the best to the worst discriminating one. In 

bold, the items that, being selected by at least 4 out of 5 statistical models, represent 

the final item subset (LR=logistic regression; LDA=linear discriminant analysis; AUC-

ROC= Area Under the Receiver Operating Characteristic Curve).  
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Supplementary table 1b. Worst 12 discriminating odors as selected by each statistical 

method employed. (LR=logistic regression; LDA=linear discriminant analysis; AUC-

ROC= Area Under the Receiver Operating Characteristic Curve). 

 

Fisher’s χ2 Odds Ratio LR LDA AUC-ROC 
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