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Section 1: Technical Methods for the Deep Learning Model 

Model Architecture 
The model architecture is graphically illustrated below (Figure S1) and consists of two modules: Feature 
Extraction Module and Weighted Average Attention Module. 
 

Feature Extraction Module  
During training, each frame is processed using ResNet-501 architecture initialized with weights trained on 
the ImageNet2 data set, this step yields a feature vector of size 2048 for each frame. The extracted features 
are then analyzed via our Weighted Average Attention (WAA) Module described in the following section. 
While a pre-trained network is used for feature extraction,3-6 the weights in ResNet-50 are fine-tuned 
together with the other parameters in the model during training. 
 

Weighted Average Attention Module 
The functional form of our attention module is motivated by the additive Bahdanau attention.7 Our 
Weighted Average Attention (WAA) Module has 3 trainable parameters 𝑉, 𝑊, and 𝑄 as defined here: 
 

𝒘𝒕 = 𝑓(𝒙𝒕) = 𝜎 (𝑉(𝑡𝑎𝑛ℎ(𝑊(𝒙𝒕))))  ( 1 ) 

𝒔𝒕 =  
𝒘𝒕

∑ 𝒘𝒖
𝑁
𝑢=1  

     ( 2 ) 

𝒂 =  ∑ 𝒔𝒕 ∙ 𝑄(𝒙𝒕)𝑁
𝑡=1    ( 3 ) 

 
where 𝒙𝒕 is the output features from the feature extraction module (𝑡 is the frame index, 𝑁 is the total 
number of frames).  The attention module comprises 𝑊 which is a dense layer followed by the hyperbolic 
tangent activation function and then another dense layer 𝑉 to map to a single scalar value 𝒘𝒕 between 
zero and one for each frame with a sigmoid function. Equation (2) computes a weighted score 𝒔𝒕 on the 
time dimension so that ∑ 𝒔𝒕 = 1𝑁

𝑡 .  
 
The parameters of the weighted average attention module are jointly trained with the other parts of the 
model. The attention mechanism described above allows the model to focus on frames of the input 
sequence that contain fetal structures and maximize the gestational age prediction power. The output of 
this attention module is a weighted sum of the features from the input frames and computed as shown 
in Equation (3) where 𝑄 is another dense layer which reduces the dimension of the feature vector 𝒙𝒕 from 
2048 to 128. The weighted sum computation allows arbitrary sequence length and enables our model to 
make predictions based on a single or multiple frames.  

Finally, a single linear layer takes 𝒂 as input and output the gestational age estimate. 
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Training Procedure  
In a pre-processing step, the blind sweeps are re-sampled to a common space with spacing of 0.75 
mm/pixel and image dimensions of 256x256 pixels (i.e., physical size of 192x192 mm). To ensure that our 
network is learning solely from ultrasound image features, we mask and crop text that could bias learning. 
The number of individual frames comprising each blind sweep cineloop is left unchanged.  
 
Sonographers were instructed to collect blind sweep cineloop videos that were approximately 10 seconds 
in length. In practice, this length varied as did the corresponding number of frames (median = 180 frames; 
maximum > 600 frames). Because training with all available frames in these longer sequences is 
computationally intensive, we select 50 frames at random from all those available in a given sweep. We 
also apply the following additional processing to each frame from the blind sweep: padding to 288x288 
image, and then 256x256 random cropping. The images are then loaded into the range [0, 1] and standard 
normalization (mean subtraction and standard deviation division by channel; both from ImageNet) is 
applied as required for the input of ResNet-50. 
 
We use the adaptive moment estimation (ADAM) optimization algorithm8 with a learning rate of 10-4 and 
a batch size of 24 blind sweeps. Each training epoch contains 5000 batches in which weighted sampling is 
used to sample blind sweeps into each batch to handle the imbalanced distribution of gestational age. 
The loss function is Mean Absolute Error (MAE). We use an early stopping procedure9 and track the MAE 
of the studies in the tuning set, where for a given study all frames are concatenated to form a single 
sequence and used for prediction. When the tuning set MAE does not improve over 10 epochs, we stop 
the training and save the best model as evaluated by the tuning set MAE. 
 

Inference 
At inference, all available blind sweeps for a study are concatenated and all available frames are used for 
prediction. Note that this differs from the training procedures, where only a random subset of 50 frames 
per blind sweep were used. No data augmentation is applied and the full concatenated sequence of 
256x256 cropped frames is provided to the model. In a manner similar to that described above for training, 
each frame is loaded into the range [0, 1] and normalization is applied.  
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Section 2: Additional Statistical Methods 

Calculation of Standard Errors (SE) for Root Mean Square Error (RMSE) 

Let 𝑈𝑖 , 𝑖 = 1, … , 𝑛 be 𝑛 independent errors. 

Denote RMSE as �̂�𝑛, where �̂�𝑛
2 = 𝑛−1 ∑ 𝑈𝑖

2𝑛
𝑖=1 . 

Define 

�̂�𝑛
2 =

∑ [𝑈𝑖
4 − �̂�𝑛

4]𝑛
𝑖=1

(4𝑛�̂�𝑛
2)

 

Then the SE for the RMSE is �̂�𝑛/√𝑛 based on the delta method. 

Calculation of Standard Errors (SE) and Confidence Interval for 
Difference in Root Mean Square Error (RMSE) 

Let (𝑋1, 𝑌1), … , (𝑋𝑛 , 𝑌𝑛) be the errors for the model (𝑋) and for the expert (Y). Let �̂�𝑛
2 = P𝑛𝑋2 and �̂�𝑛

2 =
P𝑛𝑌2, where P𝑛 is the empirical process (i.e., P𝑛𝑓(𝑋) = 𝑛−1 ∑ 𝑓𝑛

𝑖=1 (𝑋𝑖)). Also, denote 𝜎0
2 = 𝑃𝑋2 and 

𝜏0
2 = 𝑃𝑌2, where 𝑃 is the expectation. 

We can use the Taylor expansion, and the fact that the derivative of √𝑢 is 𝑢−1/2/2, to obtain that 

√𝑛 (√�̂�𝑛
2 − 𝜎0) = √𝑛(�̂�𝑛

2 − 𝜎0
2)/(2𝜎0) + 𝑜𝑃(1). Similarly, we can verify that √𝑛 (√�̂�𝑛

2 − 𝜏0) =

√𝑛(�̂�𝑛
2 − 𝜏0

2)/(2𝜏0) + 𝑜𝑃(1). Now, letting 𝐼𝐹(𝑋, 𝑌) = (𝑋2 − 𝜎0
2)/(2𝜎0) − (𝑌2 − 𝜏0

2)/(2𝜏0), we have 

that 𝐷𝑛 = √�̂�𝑛
2 − √�̂�𝑛

2 − 𝜎0 + 𝜏0 = 𝑛−1/2P𝑛𝐼𝐹(𝑋, 𝑌) + 𝑜𝑃(𝑛−1/2). 

This means that the true variance of 𝐷𝑛  equals 𝑛−1𝑃(𝐼𝐹(𝑋, 𝑌))
2

+ 𝑜(1).  

Let 𝐼�̂�(𝑋, 𝑌) = (𝑋2 − �̂�𝑛
2)/(2�̂�𝑛) − (𝑌2 − �̂�𝑛

2)/(2�̂�𝑛). 

𝑛−1 ∑ [𝐼�̂�(𝑋𝑖 , 𝑌𝑖)]
2𝑛

𝑖=1  is consistent for 𝑃[𝐼𝐹(𝑋, 𝑌)]2, and thus we can consistently estimate the the SE of 

the difference between the RMSEs with 

𝑛−1/2√𝑛−1 ∑[𝐼�̂�(𝑋𝑖 , 𝑌𝑖)]
2

𝑛

𝑖=1
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Section 3: Supplementary Figures 
 

Figure S1: DL model architecture 

 
Feature extraction from each frame using a RESNET50 architecture. During training, the RESNET50 is initialized using 
weights pre-trained on the ImageNet dataset. Each feature vector xt with dimension 2048 is used as input to our 
Weighted Average Attention Layer where a score w [0-1] is assigned to a frame using two fully connected layers (W, 
V). The dimension of each feature vector is reduced to 128 using a fully connected layer (Q). We use the scores to 
compute a weighted sum vector a which summarizes any input sequence with variable number of frames. Finally, a 
fully connected layer (P) predicts the gestational age.  
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Figure S2: “Ground Truth” Gestational Age Distribution of the Training and 
Testing Datasets 
 

 
In Zambia, “ground truth” gestational age is defined by the first ultrasound. In North Carolina, it is defined by an 
algorithm incorporating both the last menstrual period and the first ultrasound,10 unless the pregnancy was 
conceived by in vitro fertilization (in which case the exact date of fertilization is known). 
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Figure S3: Overview of FAMLI Protocol Clinical Data Collection 
 

  
Graphical representation of a participant visit and ultrasound data collection in the FAMLI Study. Step 5 (novice acquisition) 
began in June 2020 at the Zambia sites only. 
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Figure S4: Gestational Age Estimation of Deep Learning Model Compared to Trained Sonographer in the Subset 
of the Main Test Set with 1st Trimester Dating Ultrasound (n = 353) 
 

 
a solid line indicates y = x 
b dashed horizontal lines represent expected error bound of ultrasound biometry according to the American College of Obstetricians and Gynecologists10 
In Zambia, “ground truth” gestational age is defined by the first ultrasound. In North Carolina it is defined by an algorithm incorporating both the  
last menstrual period and the first ultrasound.10 
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Figure S5: Bland Altman Plot Assessing Agreement between Biometry and Model Gestational Age Estimate in 
the Main Test Set 
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Figure S6: Model Error Plot with 95% Limits of Agreement between Model and “Ground Truth” Gestational Age 
in the Main Test Set 
 

 
In Zambia, “ground truth” gestational age is defined by the first ultrasound. In North Carolina it is defined by an algorithm incorporating both the  
last menstrual period and the first ultrasound10 
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Section 4: Supplemental Tables 
 

Table S1: Ultrasound Devices Used 

  
 Training Set Tuning Set Main Test Set IVF Test Set Novice Test Set 

Ultrasound Make and Model N=4,770 N=1,188 N=716 N=47 N=249 

Butterfly iQ (low-costa device) 3833 941 0 0 249 

GE LOGIQ C3 Premium 83 17 0 0 0 

GE LOGIQ e 136 35 0 0 0 

Sonosite MTurbo 1955 457 219 0 0 

GE Voluson E8 801 236 188 17 0 

GE Voluson S6 1712 417 299 30 0 

Each participant study visit involves data collection with both a commercial and low-cost device. We limited the test sets to a single device (Main test set and 
IVF test set has commercial device only; Novice test set has low-cost device only). We did not impose this limitation on the training and tuning sets (i.e., during 
training a single participant study could contribute blind sweep cineloops from two devices.) Butterfly = Butterfly Network, Inc Guilford, CT, USA; GE = General 
Electric Healthcare, Zipf, Austria; Sonosite = SonoSite Inc, Bothell, WA, USA. 
a the retail price for Butterfly IQ+ device was $2,499 USD in January 2022 (https://store.butterflynetwork.com/us/en/product/butterfly-iq/pro/1-year/; 
accessed 29 Jan 2022)  
  

https://store.butterflynetwork.com/us/en/product/butterfly-iq/pro/1-year/
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Table S2: Gestational Age Estimation of Deep Learning Model Compared to Trained Sonographer in the Novice Test Set 
 

 Novice Test Set (n = 249)a  

 

Model Biometry LMP b 

Difference 
Model vs Biometry 

(95% CI) 

Difference 
Model vs LMPb 

(95% CI) 

 

Mean Absolute Error (SE), days 4.9 (0.29) 5.4 (0.28) 17.4 (1.17) -0.6 (-1.3, 0.1) -12.7 (-15.0, -10.3) 
 

Root Mean Square Error, days 6.7 (0.44) 7.0 (0.54) 24.7 (1.68) -0.3 (-1.7, 1.0) -18.1 (-21.5, -14.7) 
 

Estimate of Bias c (SE), days -1.4 (0.42) 1.1 (0.44) -5.5 (1.60) - - 
 

1st and 2nd trimester d,e 

    Mean Absolute Error (SE), days 

   Estimate of Bias c (SE), days 

 

3.7 (0.39) 

1.4 (0.57) 

 

4.2 (0.38) 

2.0 (0.58) 

 

17.2 (2.25) 

-1.4 (3.14) 

 

-0.4 (-1.2, 0.3) 

- 

 

-13.7 (-18.4, -9.1) 

- 

 

3rd trimester  

   Mean Absolute Error (SE), days 

   Estimate of Bias c (SE), days 

 

5.3 (0.37) 

-2.5 (0.5) 

 

5.9 (0.36) 

0.76 (0.57) 

 

17.5 (1.37) 

-7.0 (1.86) 

 

-0.6 (-1.6, 0.3) 

- 

 

-12.3 (-15.1, -9.5) 

- 

 

Percent Absolute Error < 7 days (SE) 75.1 (2.7) 71.9 (2.8) 40.1 (3.3) 3.2 (-3.3, 9.7) 36.1 (28.0, 44.2) 
 

Percent Absolute Error < 14 days (SE) 95.6 (1.3) 94.8 (1.4) 55.1 (3.3) 0.8 (-2.9, 4.5) 40.5 (33.9, 47.1) 
 

a The novice test set comprises all participants who contributed at least one set of blind sweeps performed by a novice user on a low-cost, battery-powered 
device; all participants enrolled in Zambia; expert biometry was performed by a sonographer on a commercial machine. 
b 22 participants who could not recall their last menstrual period are excluded. 
c Estimate of Bias is reported as the estimated mean of the error. 
d Trimesters defined as ≤97 days, 98 – 195 days, ≥196 days. 
e Only 2 studies in the 1st trimester; 69 studies in the 2nd trimester. 
SE=standard error; CI=confidence interval; LMP=last menstrual period 
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Table S3: Sensitivity Analysis – Gestational Age Estimation of Deep Learning Model Compared to Trained Sonographer in the Main 
and IVF Test Sets (Allowing Multiple Scans per Participant) 
 

 Main Test Set (n = 1278) a IVF Test Set (n = 79) b 

 
Model Biometry 

Difference 
(95% CI)  Model Biometry 

Difference 
(95% CI) 

Mean Absolute Error (SE), days 3.9 (0.09) 4.7 (0.11) -0.8 (-1.1, -0.6)  3.0 (0.26) 3.6 (0.38) -0.6 (-1.3, 0.1) 

Root Mean Square Error, days 5.1 (0.13) 6.2 (0.15) -1.1 (-1.4, -0.8)  3.8 (0.32) 4.9 (0.47) -1.1 (-2.0, -0.2) 

Estimate of Bias c (SE), days -0.3 (0.14) 1.6 (0.17) -  0.5 (0.43) 1.4 (0.53) - 

1st trimester d  

   Mean Absolute Error (SE), days 

   Estimate of Bias c (SE), days 

 

2.3 (0.17) 

0.7 (0.26) 

 

2.2 (0.18) 

1.3 (0.24) 

 

0.1 (-0.4, 0.5) 

- 

  

2.2 (0.34) 

0.7 (0.63) 

 

2.4 (0.43) 

0.4 (0.75) 

- 

2nd trimester d 

   Mean Absolute Error (SE), days 

   Estimate of Bias c (SE), days 

 

3.1 (0.11) 

0.6 (0.17) 

 

3.5 (0.13) 

1.4 (0.19) 

 

-0.4 (-0.7, -0.2) 

- 

  

2.5 (0.30) 

0.9 (0.49) 

 

3.0 (0.54) 

1.5 (0.69) 

- 

3rd trimester d 

   Mean Absolute Error (SE), days 

   Estimate of Bias c (SE), days 

 

4.8 (0.15) 

-1.1 (0.23) 

 

6.1 (0.18) 

1.9 (0.29) 

 

-1.3 (-1.7, -0.9) 

- 

  

4.2 (0.58) 

-0.3 (1.02) 

 

5.1 (0.76) 

2.0 (1.21) 

- 

Absolute Error < 7 days (SE), % 85.4 (1.0) 77.3 (1.2) 8.1 (5.6, 10.7)  92.4 (3.0) 84.8 (4.0) - 

Absolute Error < 14 days (SE), % 98.7 (0.3) 96.5 (0.5) 2.3 (1.1, 3.4)  100.0 100.0 - 

North Carolina 

   Mean Absolute Error (SE), days 

   Estimate of Bias c (SE), days 

 

3.6 (0.12) 

-0.1 (0.18) 

 

4.1 (0.14) 

1.0 (0.20) 

 

-0.5 (-0.7, -0.2) 

- 

 

- - - 

Zambia 

   Mean Absolute Error (SE), days 

   Estimate of Bias c (SE), days 

 

4.2 (0.15) 

-0.4 (0.23) 

 

5.5 (0.18) 

2.4 (0.28) 

 

-1.3 (-1.7, -0.9) 

- 

 

- - - 

Our primary analyses limited test sets to a single ultrasound study per participant. This sensitivity analysis allows participants to contribute more than one study to 
their test set. 

a The main test set comprises a 30% random sample of participants who are dated by a prior ultrasound and who are not included in the IVF or novice 
test sets; participants enrolled in either North Carolina or Zambia; blind sweeps and fetal biometry were collected by a sonographer on a commercial 
ultrasound machine. 
b The IVF test set comprises all studies conducted in women who conceived by in vitro fertilization; all participants were enrolled in North Carolina; blind 
sweeps and fetal biometry were collected by a sonographer on a commercial ultrasound machine. 
c Estimate of Bias is reported as the estimated mean of the error. 
d Trimesters defined as ≤97 days, 98 – 195 days, ≥196 days. 
SE=standard error; CI=confidence interval 
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Table S4: Sensitivity Analysis – Gestational Age Estimation of Deep Learning Model Compared to Trained Sonographer in the Novice 
Test Set (Allowing Multiple Scans per Participant) 

 
 Novice Test Set (n = 330) a  

 

Model Biometry LMP b 

Difference 
Model vs Expert 

(95% CI) 

Difference 
Model vs LMPb 

(95% CI) 

 

Mean Absolute Error (SE), days 5.0 (0.27) 5.5 (0.26) 17.9 (1.06) -0.5 (-1.1, 0.1) -13.1 (-15.2, -11.0) 
 

Root Mean Square Error, days 7.0 (0.41) 7.3 (0.49) 25.6 (1.55) -0.3 (-1.3, 0.8) -18.8 (-21.9, -15.6) 
 

Estimate of Bias c (SE), days -1.3 (0.38) 1.2 (0.40) -5.5 (1.45)   
 

1st and 2nd trimester d,e 

    Mean Absolute Error (SE), days 

   Estimate of Bias c (SE), days 

 

3.9 (0.37) 

1.6 (0.53) 

 

3.9 (0.33) 

2.1 (0.48) 

 

16.5 (1.90) 

-0.12 (2.67) 

 

-0.0 (-0.7, 0.7) 

 

 

-13.1 (-17.0, -9.2) 

 

 

3rd trimester d 

   Mean Absolute Error (SE), days 

   Estimate of Bias c (SE), days 

 

5.4 (0.34) 

-2.4 (0.46) 

 

6.1 (0.33) 

0.9 (0.51) 

 

18.4 (1.28) 

-7.5 (1.71) 

-0.7 (-1.5, 0.1) -13.1 (-15.6, -10.6) 

 

Absolute Error < 7 days (SE), % 74.5 (2.4) 70.9 (2.5) 39.5 (2.8) 3.6 (-2.2, 9.5) 37.2 (30.1, 44.2) 
 

Absolute Error < 14 days (SE), % 93.9 (1.3) 94.2 (1.3) 54.7 (2.9) -0.3 (-3.7, 3.1) 39.9 (34.0, 45.7) 
 

Our primary analyses limited test sets to a single ultrasound study per participant. This sensitivity analysis allows participants to contribute more than one study 
to their test set. 

a The novice test set comprises all participants who contributed at least one set of blind sweeps performed by a novice user on a low-cost, battery-
powered device; all participants enrolled in Zambia; expert biometry was performed by a sonographer on a commercial machine. 
b 22 participants (34 studies) who could not recall their last menstrual period are excluded. 
c Estimate of Bias is reported as the estimated mean of the error. 
d Trimesters defined as ≤97 days, 98 – 195 days, ≥196 days. 
e Only 2 studies in the 1st trimester; 88 studies in the 2nd trimester. 
SE=standard error; CI=confidence interval; LMP=last menstrual period 
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Table S5: Sensitivity Analysis – Gestational Age Estimation of Deep Learning Model Compared to Trained Sonographer (Main Test Set 
Stratified by Gestational Age Basis for “Ground Truth” Pregnancy Dating) 
 

 Main Test Set (n = 716) a  

 Timing of initial pregnancy dating ultrasound b Model MAE (SE) Biometry MAE (SE) 
Difference  

(95% CI)  
  

n  
 

1st trimester  3.5 (0.15) 4.0 (0.20) -0.5 (-0.9, -0.2) 353 c  

2nd trimester  3.8 (0.17) 5.4 (0.24) -1.6 (-2.1, -1.0) 279  

3rd trimester  6.1 (0.54) 5.3 (0.48) 0.8 (-0.5, 2.0) 84  

 
a The main test set comprises a 30% random sample of participants who are dated by a prior ultrasound and who are not included in the IVF or novice 
test sets; participants enrolled in either North Carolina or Zambia; blind sweeps and fetal biometry were collected by a sonographer on a commercial 
ultrasound machine. 
b Trimesters defined as ≤97 days, 98 – 195 days, ≥196 days. 
c n= 322 from North Carolina and n = 31 from Zambia 
SE=standard error; CI=confidence interval 
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