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Abstract

Purpose—We investigated the feasibility of a novel positron emission tomography (PET) system 

that provides near real-time feedback to an operator who can interactively scan a patient to 

optimize image quality. The system should be compact and mobile to support point-of-care (POC) 

molecular imaging applications. In this study, we present the key technologies required and 

discuss the potential benefits of such new capability.

Methods—The core of this novel PET technology includes trackable PET detectors and a fully 

3D, fast image reconstruction engine implemented on multiple graphics processing units (GPUs) 

to support dynamically changing geometry by calculating the system matrix on-the-fly using a 

tube-of-response approach. With near real-time image reconstruction capability, a POC-PET 

system may comprise a maneuverable front PET detector and a second detector panel which can 

be stationary or moved synchronously with the front detector such that both panels face the region-

of-interest (ROI) with the detector trajectory contoured around a patient’s body. We built a proof-

of-concept prototype using two planar detectors each consisting of a photomultiplier tube (PMT) 

optically coupled to an array of 48×48 lutetium-yttrium oxyorthosilicate (LYSO) crystals 

(1.0×1.0×10.0 mm3 each). Only 38×38 crystals in each arrays can be clearly resolved and used for 

coincidence detection. One detector was mounted to a robotic arm which can position it at 

arbitrary locations, and the other detector was mounted on a rotational stage. A cylindrical 

phantom (102 mm in diameter, 150 mm long) with nine spherical lesions (8:1 tumor-to-

background activity concentration ratio) was imaged from 27 sampling angles. List-mode events 

were reconstructed to form images without or with time-of-flight (TOF) information. We 

conducted two Monte Carlo simulations using two POC-PET systems. The first one uses the same 

phantom and detector setup as our experiment, with the detector coincidence resolving time (CRT) 

ranging from 100 to 700 ps full-width-at-half-maximum (FWHM). The second study simulates a 

body-size phantom (316 × 228 × 160 mm3) imaged by a larger POC-PET system that has 4×6 

modules (32×32 LYSO crystals/module, 4 in axial and 6 in transaxial directions) in the front panel 
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and 3×8 modules (16×16 LYSO crystals/module, 3 in axial and 8 in transaxial directions) in the 

back panel. We also evaluated an interactive scanning strategy by progressively increasing the 

number of data sets used for image reconstruction. The updated images were analyzed based on 

the number of data sets and the detector CRT.

Results—The proof-of-concept prototype resolves most of the spherical lesions despite a limited 

number of coincidence events and incomplete sampling. TOF information reduces artifacts in the 

reconstructed images. Systems with better timing resolution exhibit improved image quality and 

reduced artifacts. We observed a reconstruction speed of 0.96×106 events/s/iteration for 

600×600×224 voxel rectilinear space using four GPUs. A POC-PET system with significantly 

higher sensitivity can interactively image a body-size object from 4 angles in less than 7 minutes.

Conclusions—We have developed GPU-based fast image reconstruction capability to support a 

PET system with arbitrary and dynamically changing geometry. Using TOF PET detectors, we 

demonstrated the feasibility of a PET system that can provide timely visual feedback to an 

operator who can scan a patient interactively to support POC imaging applications.
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1. INTRODUCTION

There is an increasing demand for precision medicine in which a doctor takes into account 

the individual patient’s genotypes and phenotypic expressions1–4. In addition to the Omics 

techniques that are becoming an integral part of standard tests for patient care, molecular 

imaging technologies are also used to provide in vivo evaluation of diagnosis, disease 

progression, and targeted therapy5–13. The value of molecular imaging technologies for 

guiding therapeutic intervention is currently under evaluation in numerous clinical trials for 

a broad range of diseases14–24. In other applications, therapeutic ligands25–28 are made 

visible by a variety of imaging technologies in order to verify and quantify therapeutic 

interventions. As novel molecular theranostic ligands are designed for a wide range of both 

targets and routes of administration (e.g., intravenous injection, inhalation, intra-nasal 

delivery, etc.)29–36, the ease-of-use and cost-effectiveness of conventional imaging systems 

will need to be improved to support these innovations.

Positron emission tomography (PET) provides in vivo measurement of imaging ligands that 

are labeled with positron-emitting radionuclides. Traditional PET scanners employ a large 

number of gamma-ray detectors arranged in multi-ring or planar geometry to provide 

complete sampling and high sensitivity for whole-body (WB) PET imaging. Although the 

WB-PET systems (including PET/computed tomography (CT) and PET/magnetic resonance 

imaging (MRI)) can be used to image any PET tracer in patients, they require 1) a large 

room for installation and 2) transfer of patients to the scanner room. Thus, WB-PET systems 

are not the most cost-effective solution to support the translation of novel PET theranostic 

ligands. Furthermore, bringing a patient to a scanner is not always feasible. For example, it 

is difficult to bring a stroke patient from a neurological intensive care unit to a PET/CT 

scanner to evaluate the patient’s brain metabolic activity. Many groups have developed 
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application-specific PET systems, such as positron emission mammography (PEM)37–39 or 

prostate imager40,41, but these tend to be optimized for a single purpose and lack the 

versatility to support a wide range of applications. Another class of positron imagers is 

designed for intra-operative or endoscopic applications42–44, and although these systems are 

compact, they have limited 3D tomographic imaging capability. A compact and versatile 

PET scanner that can be brought to bedside or a treatment room to support point-of-care 

(POC) imaging applications would be valuable for the deployment of novel molecular 

theranostic ligands currently under development as well as radiotracers already approved for 

clinical use45,46.

We investigated the feasibility of a compact PET scanner that can provide essential 3D 

tomographic imaging capability to support novel molecular theranostic applications in a 

POC setting including bedside, operating room, or an emergency ambulance using 

generator-based PET tracers47–50. This technology is not meant to compete with clinical 

PET scanners that are optimized for WB-PET imaging applications. Instead, it is designed to 

image a user-selected region of interest (ROI) in a patient. Different from other organ-

specific PET scanners that are optimized for a specific body part, the proposed technology is 

designed to provide maximal flexibility and versatility. One unique feature of this PET 

technology is its ability to provide near real-time feedback to an operator who can scan a 

patient interactively. For conventional PET imagers, an imaging protocol is optimized based 

on the size of the imaging field of view (FOV) (e.g. whole-body, brain or heart), the type of 

radiopharmaceutical, the amount of radioactivity in the target region(s), or a patient’s body 

weight. Once defined, the image protocol is executed without interruption. In contrast, 

ultrasound (US) imaging is often carried out interactively by an operator who maneuvers an 

US sensor to collect images in real-time until the desired imaging task is completed. This 

interactive imaging strategy was not originally used for PET imaging partly because of 

technical issues such as (1) nuclear imaging techniques require longer acquisition time 

(when compared to US imaging) to collect sufficient number of counts for image formation; 

(2) tomographic image reconstruction requires significant computation time which prohibits 

real-time feedback; (3) changing the system geometry during a scan further complicates the 

system model and extends the image reconstruction time. Recent advances in PET 

technologies (such as time-of-flight (TOF) PET detectors) and computational resources 

(such as graphic processing unit (GPU)) offer opportunities to address these obstacles and 

create a new class of PET imager that may enable innovations in molecular theranostics.

The proposed POC-PET system consists of a maneuverable PET detector panel that works 

in conjunction with a second PET detector panel placed on the opposite side of a patient to 

detect annihilation gamma-rays from the patient’s body. The second PET detector panel can 

be stationary behind the patient or move synchronously with the maneuverable panel such 

that the center of both panels always faces the center of the ROI. An operator controls the 

first detector panel (or together with the second panel) by freehand or a robotic arm, 

depending on the implementation, to collect data from multiple locations and angles around 

the desired ROI. A tracking system automatically registers the location and orientation of the 

PET detector and feeds the information into the list-mode data stream. A fast image 

reconstruction engine reads in the coincidence events along with detector information to 

perform list-mode image reconstruction using a simplified system matrix computed on-the-
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fly based on the dynamically changing detector location and orientation. As the data is 

continuously being collected and reconstructed, an updated version of images is displayed 

on a screen in near real-time. With this visual feedback, an operator can interactively adjust 

the detector location and orientation, as well as the imaging protocol, to collect as much or 

as little data as needed in order to achieve the desired image quality. When sufficient angular 

sampling and counting statistics are obtained through the user-controlled trajectory and pace, 

the operator has visual confirmation of usable images on the screen before halting the 

acquisition. The recorded data can be reconstructed off-line later using more sophisticated 

algorithms and/or a more accurate system matrix to further improve the image quality.

As an operator moves the detector panel around a patient’s body, coincidence data may only 

be collected from selected angles that are constrained by a chair or a bed. It has been 

demonstrated51,52 that, in a limited-angle PET scanner, TOF information can reduce artifacts 

in the reconstructed images caused by missing data. Therefore, detectors that have good 

timing performance are critical to the proposed POC-PET system in order to compensate for 

the incomplete sampling and to produce artifact-free images.

In this paper, we first describe a fast list-mode image reconstruction framework with TOF 

reconstruction capability that will enable near real-time feedback to an operator and support 

interactive PET imaging operations. We constructed a prototype device to demonstrate the 

feasibility of a user-maneuverable, limited-angle PET system. We also conducted extensive 

Monte Carlo simulations to evaluate, considering the computation time and image quality, 

the potential performance and limitations of a POC-PET system using the interactive 

imaging strategy.

2. MATERIALS AND METHODS

2.A. Fast Image Reconstruction Framework

The proposed POC-PET system is designed to provide timely visual feedback to an operator 

who can interactively scan a patient to achieve the necessary image quality for a desired 

imaging task. To realize this goal, a fast image reconstruction framework is essential. One of 

the major computational expenses in image reconstruction is the calculation of the system 

matrix which can either be pre-computed or on-the-fly. The pre-computed system matrix 

allows one to model physical processes more accurately at the expense of computation 

complexity53–56. However, with the proposed interactive scanning strategy, the system 

geometry is not only patient-specific but also dynamically changing during a scan. 

Therefore, the system matrix computation has to keep up with the dynamic scanning 

operation. Recently, GPU technology was used to accelerate the image reconstruction with 

promising results57–61. For on-the-fly system matrix computation, a simplified physics 

model is often used to fully utilize the massive parallel structure of GPU57,58. This approach 

works well for list-mode image reconstruction in which response function is calculated for 

one line-of-response (LOR) at a time. Therefore, we implemented a GPU-based, fully 3D 

list-mode TOF maximum likelihood expectation-maximization (ML-EM) image 

reconstruction algorithm with the system matrix computed on-the-fly to support PET 

systems with arbitrary geometry that may also change dynamically during a scan.
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2.A.1. Image Reconstruction for PET Systems with Dynamically Changing 
Geometry—Assuming that an operator positions the detector panels at a finite number of 

locations to scan a patient, we modified the data model of conventional PET image 

reconstruction slightly to account for the potentially different acquisition times when 

detectors are at different locations. We use the subscript d = 1, 2, …, N to represent a series 

of N discrete locations of the POC-PET detectors. The radioactivity concentration within a 

voxel is modeled as λj, where j = 1, …, J (number of voxels). We consider all λj to be time 

invariant throughout the scanning procedure. For radionuclides with short half-lives, we may 

need additional decay correction to individual data sets. Within the d-th scanning location, 

the total number of radioactive decays from a voxel is approximated by a Poisson random 

variable with its mean equal to λjτd, where τd denotes the time duration for which the 

maneuverable detector is located at this position. We use Ht,i,j,d to describe the TOF PET 

detector response function (system matrix), where t denotes TOF bins and i denotes LOR. 

Considering that the measurements yi,d of each LOR at different locations are independent, 

the image reconstruction task is to minimize the objective function, the negative log-

likelihood or equivalently the I-divergence62. To control the discontinuity in the images 

associated with the limited sampling angle of the POC-PET system, we also include a 

smoothness penalty to the objective function in our image reconstruction framework:

I y λ = ∑d ∑i ∑t yi, dlog ∑ j Ht, i, j, dλ jτd − ∑ j Ht, i, j, dλ jτd

+ βδ2∑ j ∑ j′ ∈ N j
ω j j′ f

λ j − λ j′
δ

(1)

where the β parameter controls the overall balance between the data fitting term and the 

penalty term. The choice of function f affects the behavior of smoothness. For example, the 

Huber type loss functions are widely used since they smooth out the unwanted noise but 

preserve transitions in sharp edge areas63. When we choose function f(x) = logcosh(x) which 

has a Huber type behavior for computational efficiency, the δ parameter controls the 

transition between linear region and quadratic region of the penalty term. When we set β = 
0, the penalty function is turned off and the images are reconstructed without regularization.

By using convex decomposition on the log-sum term, we can form an alternating 

minimization algorithm:

L y λ ′ = ∑ j S jλ j − ∑ j λ j
k B j

k ln λj + βδ2 ∑ j ∑ j′ϵN j
ω j j′ f

λ j − λ j′
δ (2)

B j
k = ∑d ∑m Ht m , i m , j, d

τd

∑ j′ λ j′
k τdHt m , i m , j′, d + ri m , d

(3)
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S j = ∑d τd∑t ∑i Ht, i, j, d (4)

Here, B j
k  is the backward projection of the ratio between data and estimated mean, k 

denotes iteration and m is the index for list-mode events. As random and scatter counts are 

also dependent on the location of the moving detectors, ri(m),d denotes the random and 

scatter counts for the LOR corresponding to the m-th event at the d-th location. Sj is the 

time-weighted sensitivity image. The estimation of random counts may or may not be 

available in real-time (depending on the hardware implementation), but can be estimated off-

line along with scatter estimation. Nevertheless, it is included here for completeness. The 

time duration τd at different detector locations needs to be known before the list-mode data 

acquired at the particular location can be used for image reconstruction because it affects the 

sensitivity image term ∑dτd∑t∑iHt,i,j,d. This requirement could be a speed-limiting factor for 

image reconstruction, but can be avoided by forcing the image reconstruction to start after a 

fixed amount of time has passed at each location (e.g., 60s). On the other hand, if detectors 

are moved continuously, the computational time for Eq. (4) will be much longer than data 

acquisition time at each detector location. Therefore, a discrete number of detector locations 

is preferred in order to minimize the computation time and to provide near real-time 

feedback through reconstructed images.

The penalty term is also decoupled using convex decomposition:

f
λ j − λ j′

δ < 0.5 f
2λ j − λ j − λ j′

δ + 0.5 f (
λ j + λ j′ − 2λ j′

δ ) (5)

where λ j and λ j′ are the pixel values at voxel j and j′ of the previous iteration, respectively.

Note that when we put (5) in (2), all the sums are over individual image voxels thus giving 

us an element-wise updating equation. The decoupled penalty allows us to solve the 

maximization step using Trust Region Newton’s method64 on each individual voxel. This 

greatly reduces the computation and allows us to easily parallelize the entire image volume 

computation over a large number of individual threads.

The most computationally intensive part is the calculation of Sj and B j
k . The calculation of 

Sj requires a full backward projection of all LORs for each detector position including data 

correction items such as attenuation correction and normalization factors. For systems with 

large geometry, the computation time of Sj may become a limiting factor for providing real-

time feedback. The calculation of B j
k  requires a full forward projection and a full backward 

projection over all list-mode events. Therefore, a fast forward and backward projector is 

critical for providing real-time feedback to support the proposed interactive operation.
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2.A.2. GPU Implementation—We implemented our list-mode ML-EM algorithm on 

GPU using Nvidia compute unified device architecture (CUDA) programming model for 

fast image reconstruction. Figure 1 shows the structure and workflow of the reconstruction 

platform. At each detector panel location, the system geometry is defined by (1) a static 

detector geometry file in which the crystal locations within the detector panel are defined; 

(2) a panel location matrix that includes a vector that points to the center of the detector 

panel and three normal vectors of the detector panel surfaces that describe the orientation of 

the panel detectors; (3) an absolute time stamp when the detector panels are moved to their 

current locations, and (4) a time duration within which the detector panels remain static. 

With this information and the actual arrival time of a list-mode event, the location of the 

LYSO crystal pair associated with each coincidence event can be calculated and sent to GPU 

to compute the system matrix for image reconstruction. To support the interactive scanning 

operation, initial image reconstruction can start as soon as the acquisition at the first detector 

location is completed and the detector panels are moved to a new location. The image 

reconstruction will stop after a pre-defined number of iterations (N=10 in this work). When 

the subsequent data acquisition is complete, the new panel location and time information are 

appended to data files in items (2), (3) and (4) above. The newly acquired list-mode events 

are also appended to the existing list-mode data file. The sensitivity image is recomputed 

using the new system geometry. Previously reconstructed images are used as the initial value 

to start a new round of image reconstruction using all list-mode events acquired thus far. 

This process repeats until an operator halts the acquisition. At this time, the images will be 

reconstructed with additional iterations to optimize the image quality.

To achieve faster speeds and also to fit the massive parallel GPU architecture, a spatial 

variant Gaussian function was used as the projection kernel to compute the geometric 

detector response matrix57,58. The system matrix was calculated using a tube-of-response 

(TOR) 57,58 approach to provide more flexibility for accurately modeling the system 

response. The calculation of the projection kernel involves two steps: computing the distance 

r between the center of a voxel to the line-of-response (LOR, connecting the two crystals in 

coincidence) and computing the weighting function f(r). In our method, we used a Gaussian 

function shown below to calculate the weight.

f r = exp − r2

2 ∗ σ2 (6)

Where, r is the distance from a voxel to the LOR defined by a list-mode event. σ is 

determined by the intrinsic spatial resolution of the system. The intrinsic spatial resolution is 

determined by the crystal size in the detectors and is assumed to be spatially invariant along 

the LOR if the detectors in the front and back panels are of the same size. For POC-PET 

systems that employ detectors of different sizes in the front and back panels, the intrinsic 

spatial resolution becomes spatially variant and can be estimated from the crystal sizes and 

object-to-detector distances65.
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TOF information is incorporated as an independent Gaussian kernel exp − l2

2 * σt
2  applied 

along the direction of the LOR of each event. In the kernel function, l denotes the distance 

from the voxel center to the center of this Gaussian kernel (TOF center) and σt denotes the 

error of the localization of the source. The TOF center is determined by the time difference 

while its σt is determined by the CRT of the PET detectors which can be estimated from the 

quadratic sum of individual detectors’ timing resolution: FWHMt1
2 + FWHMt2

2  when the 

detectors’ timing spectra are Gaussian shaped. The corresponding Gaussian kernel used for 

reconstruction will be CRT × c / 2 (FWHM), where c is the speed of light 66. In the forward 

and backward operators, the weights (system matrix) along an LOR are multiplied by this 

Gaussian kernel; therefore, voxels far away from the TOF center receive little weight.

During forward projection, backward projection, and image update, a group of voxels are 

simultaneously assigned to different blocks of GPU threads. While within each block, 

threads loop through all list-mode events. In forward projection, voxel values are projected 

to be stored sequentially in the same order as list-mode events. This increases the memory 

access speed because coalesced reading and writing operations are achieved. In backward 

projection, the matched LOR-driven approach takes advantage of coalesced addressing at the 

cost of memory writing conflicts in image space. However, these conflicts can be handled by 

hardware atomic operations in newer generations of GPU devices67,68.

To further improve the image reconstruction speed, a multi-GPU approach is used to 

simultaneously perform the most computationally intensive projections. List-mode events 

are divided into different groups and transferred to different GPUs while each GPU keeps a 

copy of the current iteration of image volume. After one complete forward and backward 

projection, a global reduction is performed to sum the entire updated image together. After 

the image update step is finished on a single GPU, the new image volume is then distributed 

to all GPUs for subsequent iterations of projections.

Our current implementation of the above reconstruction uses prompt events only. Random 

and scatter events are either pre-corrected for the experimental data or not included for the 

simulation study. It also does not compute the normalization term in real-time. Random 

coincidences can be estimated by delayed coincidences or block singles rates using 

hardware as done by several PET scanner manufacturers. This will allow the random 

correction to be carried out in real-time as part of the GPU image reconstruction. Scatter 

correction may be implemented off-line as part of the final image reconstruction. While this 

may limit the quantitative accuracy of the images reconstructed in near real-time, it should 

not significantly impact the quality of the images providing visual feedback to an operator 

for the purpose of interactive scanning. The implementation of complete data correction 

algorithms is beyond the scope of this work and will be left for future studies. We 

implemented the image reconstruction code on four Nvidia GTX Titan (Maxwell) graphics 

cards. The three-dimensional reconstructed volume as well as the image voxel size of this 

reconstruction software is user selectable.
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2.B. A proof-of-concept POC-PET prototype

2.B.1. System description—We constructed a proof-of-concept prototype device using 

two typical PET block detectors, as shown in Figure 2(a). One detector is attached to a 

rotation stage that is mounted on an optical table. The second detector is mounted to a 

robotic arm69 (Kuka, KR10R-11000 sixx) that has six degrees of freedom. Within its reach, 

the robotic arm can position the detector at arbitrary locations and orientations relative to the 

first PET detector to collect coincidence events.

Each of the two block detectors is made of a lutetium-yttrium oxyorthosilicate (LYSO) 

crystal array and a Hamamatsu H8500 position sensitive photo multiplier tube (PS-PMT). 

The LYSO crystal array consists of 48 × 48 crystals each measuring 1 × 1 × 10 mm3. The 

array is coupled to the PMT via room temperature vulcanization (RTV) optical glue 

(RTV615A by Momentive, Newark, OH and RTV615B by GE Silicones, Huntersville, NC). 

The crystal array and PMT are covered by 0.1 mm thick aluminum foil with black coating 

(Thorlabs Inc, Newton, NJ) to make the detector lightproof. Custom holders were fabricated 

to mount the PET detectors on the robotic arm and the rotational stage.

2.B.2. Data acquisition system—The front-end readout electronics are based on 

discrete components to multiplex the 64 anode signals of the H8500 PMTs to four position-

encoded signals70. The multiplexed signals are fed into charge sensitive amplifiers followed 

by a two-stage Sallen-Key filtering circuit. The filtered signals are digitized by a data 

acquisition (DAQ) system (Nutaq Perseus 6010, Quebec City, Quebec, Canada) with 32 

channels of 14-bit analog-to-digital converter at a sampling rate of 125 MHz over ±1.25 V 

input range.

Coincidence detection was established using a time-to-amplitude converter (TAC, ORTEC 

567). The last dynode signals of both PMTs were fed into a leading edge discriminator 

(LED, ORTEC N841). One LED output was connected to the start of the TAC while the 

other LED output was connected to the stop of the TAC via a long cable to introduce a 10 ns 

delay. The TAC output was digitized to measure the difference in arrival time of two gamma-

rays detected by the two block detectors. The Valid Conversion signal of the TAC was used 

to trigger the DAQ system to record the event. Figure 3 shows the setup of the DAQ system.

2.B.3. Detector Characterization—To characterize the CRT, energy resolution, and 

crystal resolving capability of the prototype system, we first filled a flat plastic chamber 

with an inner dimension of 60 × 40 × 1.5 mm3 with 64Cu solution to construct a small plane 

source. The plane source was centered between the two PET detectors (150 mm apart). 

Using the setup described by Figure 3, 18.4 million coincidence events were collected. 

Events were sorted based on the location of interaction within the block detectors to form 

two flood images. Detector lookup tables were manually created for crystals that can be 

clearly delineated in the flood images. Energy spectra of individual crystals were measured 

to create energy lookup tables that define the 511 keV photo peak location (in the unit of 

ADC output value) for each crystal identifiable in the flood images. The average energy 

resolution for 511 keV photo peak was calculated among all identifiable crystals in the block 

detectors. Timing spectra of individual LOR among all identifiable crystals in the two 
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detector blocks were also measured to estimate the CRT. The deviation between the center of 

each timing spectrum and the delay introduced by the delay cable defines the timing offset 

for the corresponding LOR; this value was stored in a timing lookup table for each LOR. 

The three lookup tables (crystal ID, photo peak location, and timing offset) are used to (1) 

identify the crystal IDs of each coincidence event, (2) apply energy discrimination, and (3) 

correct for timing offset before images were reconstructed.

2.B.4. Phantom Imaging—We performed an imaging study of a small cylindrical 

phantom using the prototype system, as shown in Figure 2(a). The cylindrical phantom has 

an inner dimension of 102 mm in diameter and 150 mm in height. Nine spherical tumors of 

different diameters were placed in the phantom. Figure 2 (b) shows the sizes and distribution 

of the spherical sources. The cylindrical phantom was filled with 64Cu solution with an 

activity concentration of 29.7 kBq/mL, which is equivalent to 5.3 kBq/mL of 18F (roughly 

equivalent to 370 MBq of radioactivity uniformly distributed in a 70 kg person). The choice 

of 64Cu over 18F for this experiment is due to the longer half-life of the 64Cu (12.7 hours) 

that permits us to image the phantom over a longer period of time. The radioactivity 

concentration in the spherical tumors was eight times of that of the background 

concentration.

We used the robotic arm and the rotation stage to independently move the front and back 

detectors to seven different locations as illustrated in Figure 4(a). Constrained by the reach 

of the robotic arm and the bench space around the experimental setup, we collected 

coincidence events from a total of 27 sampling angles for 5 min per angle. The sampling 

angles between detector pair locations are illustrated by the dash lines in Figure 4(a).

List-mode events were reconstructed based on the flowchart in Figure 1 first without the 

TOF information and secondly using TOF information based on the CRT of the system as 

characterized in the previous section. It should be noted that despite the support of 

regularization in our image reconstruction framework, all images shown in this work were 

reconstructed without smoothness penalty (i.e., β=0 in Eq. 1) because the choice of 

regularization parameters significantly impacts the image quality especially when the 

counting statistics is limited. As a result, we compare non-regularized images from various 

system configurations in order to simplify the comparison. The choice of regularization 

function and the optimization of its parameters are left for future studies.

2.C. Monte Carlo Simulation of POC-PET Systems

2.C.1 Simulation of the proof-of-concept prototype—We used GATE71 to 

simulate the above prototype system to evaluate the effect of detector CRT on image quality 

of POC-PET systems. The system setup and sample angles in the simulation study were the 

same as those in Figure 4(a) except that the front and back detectors are made of an array of 

38 × 38 LYSO crystals of 1 × 1 × 10 mm3 each. This is because only the central 38 × 38 

LYSO crystals in the prototype device can be clearly delineated (explained in Figures 6 (a) 

and (b)). Thus, only gamma-rays detected by these central crystals were used for image 

reconstruction in the imaging experiments. For consistency, we only simulated block 

detectors that are made of 38 × 38 LYSO crystal arrays in the GATE studies. The spherical 
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tumor sizes and distribution in the Monte Carlo study were illustrated in Figure 4(b). 

Additional system parameters include: (1) energy resolution: 15% FWHM at 511 keV; (2) 

energy window: 435 – 650 keV; and (3) CRT: 100, 300, 500 or 700 ps FWHM. The object 

imaged is defined based on the actual phantom using the following parameters: (1) diameter: 

102 mm; (2) height: 150 mm; and (3) material: water. Radioactivity concentration in the 

background (5.3 kBq/mL of 18F) and the tumor-to-background ratio (8:1) are the same as the 

actual experiment.

We collected coincidence events from the same 27 sampling angles for 5 min each. 

Coincidences were sorted off-line using a customized C code with a time window of 4.5 ns. 

List-mode events were reconstructed based on the flowchart in Figure 1 first without the 

TOF information and subsequently using TOF information from POC-PET systems that 

have CRTs of 700, 500, 300 and 100 ps FWHM, as simulated in GATE.

2.C.2 Interactive Scanning Strategy—To evaluate the proposed interactive scanning 

strategy, we regrouped the list-mode data from a simulated POC-PET system with a CRT of 

300 ps FWHM to mimic a POC-PET system that has two detector panels that each contain 

two PET block detectors. Of the 27 sampling angles simulated, 22 of them are subdivided 

into six groups, as illustrated in Figure 4(a) using color-coded dashed lines. The number of 

coincidence events in these six groups was 50.5k, 49.6k, 50.3k, 50.4k, 51.3k, and 16.8k, 

respectively. It should be noted that there are only three sampling angles in Groups 2 and 6. 

We first reconstruct list-mode events from Group 1 as if this is the data acquired from the 

first scanning angle. Subsequently, we reconstructed images by adding one more group of 

events at a time following the sequence of 1→5→3→6→4→2 until we used all six groups 

of events for image reconstruction.

These reconstructed images represent the near real-time visual feedback that an operator can 

receive using the proposed interactive scanning strategy. Based on the visual feedback, the 

operator can adjust the detector position to collect additional data and enhance the image 

quality. When the image quality becomes adequate for making a diagnostic decision, the 

operator can stop the scan and data acquisition.

2.C.3 Simulation of a large POC-PET system for body imaging—Simulation of a 

torso phantom (316 × 228 × 160 mm3) was carried out using a POC-PET system with more 

detector blocks to enhance the overall system sensitivity. The system is consisted of two 

detector panels. The front panel comprises 4 × 6 PET detector modules each made of 32 × 

32 LYSO crystals (1 × 1 × 10 mm3 each). The back panel is consisted of 3 × 8 PET detector 

modules each made of 16 × 16 LYSO crystals (3.2 × 3.2 × 20 mm3 each). These 24 modules 

are arranged in 3 partial rings of 27.5 cm in radius. Additional system parameters include: 

(1) energy resolution: 15% FWHM at 511 keV; (2) energy window: 435 – 650 keV; and (3) 

CRT: 250 ps FWHM. Derenzo pattern spherical tumors with diameters of 4, 5, 6, 8, 9, and 

11 mm are placed inside the torso phantom at the center slice. The phantom is imaged from 

4 different angles as shown in Figure 5. Radioactivity concentration in the background is 5.3 

kBq/mL of 18F and the tumor-to-background ratio is 8:1.

Jiang et al. Page 11

Med Phys. Author manuscript; available in PMC 2020 April 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Coincidence events were acquired for 100 seconds from each of the 4 angles. To evaluate the 

feasibility of the proposed interactive scanning strategy under clinical scenarios, we firstly 

reconstructed list-mode events from angle 1 only. Subsequently, we reconstructed images by 

adding events from one additional sampling angle at a time following the sequence of 

1→2→3→4 until we used all events for image reconstruction. Contrast recovery coefficient 

(CRC) was calculated for each spherical tumor in the torso phantom for all 4 reconstructed 

images for comparison. Count density, CT,i in the i-th tumor was estimated by drawing a 

spherical ROI over the center of the tumor and then calculating the mean number of counts 

in the ROI. The size of each ROI is the same as the corresponding tumor size. The 

background count density, CB,i was determined as the mean number of counts in a square 

ROI drawn over the torso phantom from 10 adjacent slices. The CRCi for i-th sphere was 

calculated according to the NEMA NU2–200172 definition:

CRCi = 100% ×
(

CT , i
CB, i

− 1)

uptake − 1 (7)

Where uptake is 8 in this study. The CRC is described as an average of the tumors of the 

same diameter.

3. RESULTS

3.A. Proof-of-Concept POC-PET Prototype

3.A.1. Detector Characterization—Figures 6 (a) and (b) show the flood images of two 

block detectors in the prototype POC-PET system. In both images, only the central 38 × 38 

crystals out of the 48 × 48 LYSO crystal array can be clearly resolved. As a result, only 

gamma-ray interactions in the central 38 × 38 crystals were included for coincidence 

detection and image reconstruction.

Figure 6 (c) shows the coincidence timing spectrum between the two PET detectors. The 

CRT was approximately 740 ps FWHM for the central crystals (4-by-4) in the front detector 

against the back detector. The energy resolution averages ~15% FWHM at 511 keV.

3.A.2. Phantom Imaging—Using the 27 sampling angles defined in Figure 4 (a), the 

sensitivity image of the prototype POC-PET system is shown in Figure 7 (b). This image 

clearly demonstrates that the sensitivity of the POC-PET system is most likely nonuniform 

due to limited angular samples and large gaps between adjacent detector locations. Figure 7 

(c) shows images reconstructed without TOF information. There are visible artifacts due to 

insufficient sampling. More importantly, there is a hot spot (highlighted by the red circle) 

outside of the cylindrical phantom where the system sensitivity is low (also highlighted in 

Figure 7 (b)). This artifact is likely the result of overcompensation of low sensitivity which 

amplified contributions from random and/or scattered events. In contrast, Figure 7 (d) shows 

images reconstructed with TOF information. Despite the relatively poor coincidence timing 

performance (CRT = 740 ps FWHM), TOF information significantly reduced artifacts in the 

reconstructed images. The tumor, 6.3 mm in diameter, was not visible in the images (Figures 
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7 (c) and 7 (d)) due to an operator error that lead to trapped air bubbles when filling the 

tumor with radioactivity.

It should be noted that there are roughly 320,000 coincidence events from the 27 sampling 

angles. The image reconstruction time is approximately 48 s for a total of 10 iterations using 

the GPU-based list-mode TOF-PET reconstruction codes.

3.B. Monte Carlo Simulation of the Proof-of-Concept POC-PET Prototype

Coincidence events from the five POC-PET systems simulated by GATE were reconstructed 

by the same GPU-based list-mode TOF-PET reconstruction codes. Results are shown in 

Figure 8. From left to right and from top to bottom, the figures are the distribution of nine 

spherical tumors simulated in the Monte Carlo studies for reference and images 

reconstructed without TOF information, and when detector CRT was 700 ps, 500 ps, 300 ps, 

and 100 ps FWHM, respectively. Similar to the experimental results, images reconstructed 

without TOF information exhibit artifacts due to insufficient sampling and nonuniform 

sensitivity. When images are reconstructed with TOF information, artifacts are significantly 

reduced even with the limited TOF-PET performance from detectors with CRT = 700 ps 

FWHM. As expected, POC-PET systems that are constructed using detectors with faster 

timing performance (such as those with CRT = 300 ps or 100 ps FWHM) can produce better 

image quality using the same sampling angles. Alternatively, these systems may produce 

usable images with fewer number of sampling angles to further reduce the total acquisition 

time and to improve usability. These potential benefits will require further validation through 

appropriate Monte Carlo simulation studies in the future. It is worth noting that the 3.6 mm 

and 5 mm lesions are clearly visualized in and only in the image with a detector CRT of 100 

ps FWHM. This finding warrants further exploration of the benefits of exceptional CRT 

performance in image quality and lesion detectability in the future.

The number of events used for the reconstruction was around 320,000, similar to that from 

the experimental setup. The reconstruction time is proportional to the number of list-mode 

events. To process the image in a 600 × 600 × 224 mm3 voxel rectilinear space, with each 

voxel a 1 × 1 × 1 mm3 cube, we observed a reconstruction speed of 0.96 × 106 events/s/

iteration. Considering the data collection time at each sampling angle was 5 min, the 

reconstruction speed is fast enough to provide timely visual feedback as data is acquired.

3.C. Interactive Scanning Strategy

By gradually adding one more group of list-mode data at a time for image reconstruction, 

we reconstructed six images following the sequence in section 2.D. Figure 9 shows the 

images reconstructed without TOF information, while Figure 10 shows the corresponding 

reconstructed images when the detector CRT is 300 ps FWHM.

Images reconstructed with TOF information clearly show fewer artifacts which allows us to 

better identify tumors in the phantom that has background activity. The tumors in the 

phantom can be gradually identified by adding more list-mode data. A comparison of the 

images with and without TOF information reveals that four or five groups of data is enough 

to get a useful image when the detector CRT is 300 ps FWHM while a larger amount of 

angular sampling is required to achieve reasonable image quality for non-TOF systems.
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As shown in Table I, the reconstruction time for the images in Figure 10 is approximately 65 

s each for 10 iterations including the time for writing images into files. GPU computation 

time for data from group 1 is 245ms/iteration and the time increases to 451ms/iteration for 

all 6 groups of data. The sensitivity image computation time is around 18.7s/group. The total 

scan time to get the images in Figure 9 and Figure 10 is around 30 minutes when both the 

front and back detector panels contain two PET block detectors each made of a LYSO 

crystal array of 38 × 38 × 10 mm3 in dimensions. With bigger detector panels, the scan time 

can be further reduced to be more compatible with clinical work flow.

3.D Simulation of a large POC-PET system for body-size phantom imaging

We reconstructed 4 images (as shown in Figure 11) following the sequence described in 

section 2.C.3. The number of counts used in the reconstruction for the 4 images are 7.32 

million, 17.31 million, 23.29 million and 33.35 million, respectively. In order to increase the 

reconstruction speed, we decrease the image volume to be 400 × 400 × 160 mm3, with each 

image voxel size of 2 × 2 × 2 mm3.With limited angle tomography, we expected to see and 

did observe artifacts in the reconstructed images. However, even with a mere 3 sampling 

angles and a total data acquisition time of 300s, the image in Figure 11(c) can still resolve 

most of the tumors. When the number of sampling angles is increased to 4, all the tumors 

can be clearly identified. Figure 12 shows the calculated average CRC as a function of tumor 

size. CRC can be improved by employing more sampling angles. With only one sampling 

angle, it is difficult to resolve any tumor in the warm background. When data from a second 

angle is added, the system starts to identify most of the tumors. The average CRCs were 

4.1%, 8.8%, 13.7%, 16.8%, 15.1% and 21.3%, respectively, for tumors with diameter 

ranging from 4 mm to 11 mm in Figure 11(b). The average CRCs were improved to 5.2%, 

10.3%, 14.4%, 23.3%, 24.0% and 28.7%, respectively, when 3 groups of data were used for 

reconstruction as shown in Figure 12(c). With all 4 datasets used for reconstruction, the 

CRCs were 9.9%, 12.3%, 17.1%, 24.3%, 29.2% and 31.2%, respectively. The sensitivity 

image calculation time for each sampling angle is 25.8 s. The image reconstruction time 

increases from 55s when using data from a single angle to 108s when using data from all 4 

angles, as reported in Table II. These results suggest that even for a torso phantom, the 

simulated POC-PET system can still provide timely feedback to an operator under a clinical 

imaging scenario. The overall imaging time can be controlled within 5–7 mins (3–4 

sampling angles) to obtain images of fair quality.

4. DISCUSSION

The dynamically changing geometry and arbitrary trajectory of the maneuverable PET 

detectors may create additional challenges for scanner normalization. Component-based 

normalization73–75 is a standard technique to model various physical factors that may affect 

detection efficiency of gamma-ray detectors. In this preliminary work, all images were 

reconstructed based on the assumption that all LYSO crystals have the same detection 

efficiency for 511 keV gamma-rays. A component-based normalization that models detector 

efficiency as a function of incident angle of gamma-rays will be necessary because the panel 

detectors may be placed very close to a patient’s body and subject to a large variation in 
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detector efficiency. An optimized method to balance the accuracy of normalization and 

computational speed requires future investigation.

In a conventional PET/CT or PET/MRI scanner, attenuation correction is often calculated 

from the CT or MR images. For a compact POC-PET system, attenuation correction may be 

a challenge if there is not a second modality to provide anatomical information. One 

potential solution is to estimate the attenuation map of a subject based on data consistency. 

Ideally, when the PET scanner has very high TOF resolution, it is possible to estimate the 

attenuation image while simultaneously reconstructing the activity image without using a 

CT scan76–78. Another option is to combine a compact ultrasound (US) sensor and the 

compact POC-PET system to perform simultaneous PET/US imaging. With the structural 

image obtained by an US sensor, attenuation correction may be calculated directly if the 

tissues in the imaging FOV are primarily soft tissues. Alternatively, the US images may be 

used to co-register the POC-PET images with previously acquired CT images of the same 

patient to calculate attenuation correction factors. Appropriate correction techniques, such as 

normalization, attenuation, and scatter corrections will need to be developed and validated to 

ensure the quantitative accuracy of PET images from this type of system.

Many research groups have reported that image reconstruction implemented on GPU devices 

significantly reduces the computation time57–60. Although the same or an even faster speed 

is achievable using a super computing cluster, a single computer with multiple GPUs will be 

much more favorable for POC-PET imaging applications since it can be integrated with a 

portable device to provide a cost-effective solution for image reconstruction. In principle, a 

single GPU has no more than one order of magnitude higher computation power than a 

multiple core single CPU. Further improvements are needed to achieve even faster image 

reconstruction capability. With dynamically changing geometry, an important part of the 

optimization will be to find an efficient on-the-fly forward/backward projection engine that 

can fully utilize the massive parallel structure of GPUs. Compared to off-line computation of 

the system matrix in which we can use numerical methods to ensure accuracy, the projection 

engine used here is a spatially variant Gaussian kernel applied to the LOR connecting the 

center of the front surfaces of the crystal pair. The choice of such approach is a trade-off 

between speed and accuracy. Without sub-dividing each crystal into small sub-volumes for 

an on-the-fly system matrix calculation, this method is subject to significant parallax effect 

when the detector panel is placed very close to a patient. However, when the detector panel 

is aimed at the center of the organ-of-interest, the scanning trajectory may be adjusted to 

minimize the parallax error at least for gamma-rays that originate from the target region-of-

interest.

The LYSO-PMT based detector in the proof-of-concept prototype device is by no means 

optimized for the proposed applications. Although LYSO crystals of 1mm cross-section 

provided a high intrinsic spatial resolution, the crystals near the edges were not clearly 

resolved and thus cannot be used for coincidence detection. Moreover, its timing resolution 

(740 ps FWHM) is much worse than the timing resolution of many commercial WB PET/CT 

scanner79. This can be easily improved by: (1) optimize the crystal size80; and (2) employ 

fast silicon photomultiplier (SiPM) based detector technology which can provide both fast 

timing resolution81–83 and good crystal resolvability.
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The image quality of PET is determined by the counting statistics of data. Thus the minimal 

acquisition time will depend on the amount of radioactivity in the imaging field of view, the 

required sampling angles (detector position and orientation), the object size, etc. The 

answers to these variables are somewhat unpredictable because every radiotracer may have 

different pharmacokinetics. Every patient may also be imaged for different reasons. The 

proposed interactive imaging capability offers the operator near real-time visual feedback in 

order to place the detector at the most critical positions and orientations to collect as much 

or as little data as needed. The minimum acquisition time is determined by the specific 

clinical task that a physician or an operator needs to complete. If the reconstruction time lags 

behind the minimal acquisition time, then the proposed POC-PET system will suffer from 

the accumulated delay and fail to provide near real-time feedback to the operator. 

Fortunately, the computational speed of CPU and GPU will continue to improve over time. 

Therefore, the minimum acquisition time due to counting statistics will likely be the primary 

limiting factor in the long run, while the computational expenses will not be a major concern 

in the future.

As noted, sensitivity image calculation is computationally expensive and will preclude the 

use of continuous freehand movement to scan a patient if real-time visual feedback is 

desired. Ideally, we can use a few pre-defined detector positions and trajectories to support 

most clinical imaging tasks and to accommodate patients of different characteristics. For 

example, the detector positions and trajectories can be determined based on patient’s gender 

(male vs female), age (adult vs child) and body mass index (obese vs regular vs slim), or 

areas to be imaged (abdomen, chest, neck, head, etc.) This can speed up the image 

reconstruction using a pre-calculated system matrix and sensitivity image during the scan. 

For patients of extreme body shape or imaging tasks that are not pre-defined, we have the 

option to use partial or complete custom trajectory to further improve the image quality. 

Moreover, an operator may initiate a scan using a pre-defined protocol followed by an 

interactive scanning session to ensure that the quality of the images can meet the 

requirements for the specific imaging tasks.

Although we achieved usable images without turning on the penalty function in Eq. (1) in 

our current reconstruction software, proper regularization could further improve the image 

quality under different imaging conditions, especially when the counting statistics are 

limited 84. The main focus of this work is to demonstrate the feasibility of a system that can 

provide near real-time feedback to the operator to realize interactive imaging capability for 

point-of-care applications. Optimization85 of the regularization and its parameters will be 

investigated in the future.

An ideal POC-PET system should include a mechanical design that not only allows flexible 

and easy placement of the detector panels by an operator, but also provides steady support of 

the detectors once they are placed at desired locations. More importantly, an appropriate 

mechanical design with appropriate shielding may also allow an operator to operate the 

device and benefit from its interactive imaging feature without excessive radiation exposure. 

A robotic arm (or two arms) that can be guided by hands or a joystick is a readily available 

solution. With a compact design, the POC-PET can be moved to the patient’s bedside for a 

variety of applications in point-of-care settings. A low-cost system will permit both a broad 
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installation base and the potential installation of multiple units within a cancer center to 

support novel molecular theranostic applications. Unlike other special-purpose PET systems, 

this innovative approach affords maximum flexibility - whether the patient is an adult or a 

child, lying in a bed or sitting in a chair, undergoing a surgical procedure, or receiving radio-

immunotherapy.

5. CONCLUSION

In this work, we propose a new interactive PET imaging system, with near real-time image 

reconstruction capability, using TOF PET detectors. Our preliminary studies (both 

experimental and Monte Carlo simulation) demonstrate the feasibility of a PET system that 

can provide near real-time visual feedback to an operator who can maneuver a PET detector 

to interactively scan an organ-of-interest in a patient to support POC imaging applications.

The fast GPU-based image reconstruction engine features a reconstruction speed of 0.96 × 

106 events/s/iteration to process an image in a 600 × 600 × 224 mm3 voxel rectilinear space, 

with each voxel a 1 × 1 × 1 mm3 cube. The detectors in the prototype device have a CRT of 

740 ps FWHM. The imaging study of a cylindrical phantom experimentally and by Monte 

Carlo simulation shows that a compact POC-PET system can identify many lesions smaller 

than 10 mm in diameter. Even with limited CRT, the reconstructed images feature fewer 

artifacts that are due to limited angle tomography. Systems with better timing resolution 

further improved image quality and reduced artifacts.

Results of the Monte Carlo simulation for a body-size torso phantom show that a POC-PET 

system with significant higher sensitivity will allow one to obtain PET images in a ROI from 

3 to 4 scanning angles with a total acquisition time of 7 minutes or less.
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Figure 1. 
(a). Structure of the fully 3-D GPU-based list-mode image reconstruction workflow. The 

PET detector trajectories are modeled as a series of static positions during the scan. Current 

system geometry is computed from the initial detector geometry and the current locations of 

detector panels. Sensitivity image of current system geometry is computed and added to the 

previous sensitivity image for image reconstruction using all list-mode events acquired so 

far. Using the arrival time of each event and the time frame information of each panel 

location, the crystal positions of each coincidence event are calculated and sent to GPU 

memory for list-mode image reconstruction. The image reconstruction will stop after a pre-

defined number of iterations (N=10 in this work). (b). Flowchart showing list-mode GPU 

reconstruction kernel.
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Figure 2. 
(a)Schematic drawing of the prototype POC-PET system; (b) Illustration of the sizes and 

distribution of the spherical tumor inserts in the cylindrical phantom. The 6.3 mm tumor 

highlighted in a blue box is the one that was accidentally filled with air bubbles.

Jiang et al. Page 23

Med Phys. Author manuscript; available in PMC 2020 April 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 3. 
The DAQ architecture of the prototype system.
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Figure 4. 
(a) An illustration showing the locations of the two PET detectors and the sampling pattern 

used to image the cylindrical phantom. The blue block denotes the back detector while the 

green block denotes the front detector. The red circle represents the cylindrical phantom. 

The coincidence events were acquired at 27 angles by placing both the front and back 

detectors at seven different positions, as illustrated in dashed line (of all colors); (b) The 

distribution of nine spherical tumors simulated in the Monte Carlo study. The tumors were 

each placed at the center slice of the cylindrical phantom.
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Figure 5. 
Scanning strategy when imaging a body-sized phantom using a large POC-PET system. (a) 

scanning angle 1; (b) scanning angle 2; (c) scanning angle 3; (d) scanning angle 4.
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Figure 6. 
(a) Flood image of the front detector; (b) Flood image of the back detector; (c) Timing 

spectrum of the central crystals (4-by-4) of the front detector against the entire back detector. 

The measured CRT was around 740 ps FWHM.
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Figure 7. 
(a) Illustration of the sizes and distribution of the spherical tumor inserts in the cylindrical 

phantom; (b) Sensitivity image of the prototype POC-PET system; (c) Image of a cylindrical 

phantom containing nine spherical tumors with 8:1 tumor-to-background radioactivity 

concentration, reconstructed without TOF information; (d) Image reconstructed with TOF 

information.
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Figure 8. 
Images of the cylindrical phantom measured by the simulated POC-PET systems. (a) The 

distribution of nine spherical tumors in the phantom simulated in the Monte Carlo study 

Images were reconstructed (b) without the TOF information or with a detector CRT of (c) 

700 ps FWHM; (d) 500 ps FWHM; (e) 300 ps FWHM; and (f) 100 ps FWHM.
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Figure 9. 
Images reconstructed without TOF information using different numbers of groups of data.
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Figure 10. 
Images reconstructed using different numbers of groups of data when the detector timing 

resolution was 300 ps FWHM.
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Figure 11. 
Images reconstructed using list-mode data from different numbers of sampling angles. (a) 

Sampling angle 1; (b) Sampling angles 1+ 2; (c) Sampling angles 1 + 2 + 3; (d) Sampling 

angles 1 + 2 + 3+ 4.
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Figure 12. 
The average CRC as a function of tumor sizes estimated from the 4 images in Figure 11.
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TABLE I.

Reconstruction time for the images shown in Figure 10. The overall reconstruction time includes the time used 

for the calculation of sensitivity image, image reconstruction, reading data files, and writing images into a file. 

The GPU computation time includes the actual calculation time and data transferring time. Times shown in the 

table are all for 10 iterations of list-mode TOF-PET image reconstruction.

Images Overall Reconstruction time GPU computation time

Figure 10(a): Group 1 62.61 seconds 2.45 seconds

Figure 10(b): Group 1+5 63.46 seconds 2.93 seconds

Figure 10(c): Group 1+5+3 64.65 seconds 3.38 seconds

Figure 10(d): Group 1+5+3+6 64.92 seconds 3.74 seconds

Figure 10(e): Group 1+5+3+6+4 65.17 seconds 4.15 seconds

Figure 10(f): Group 1+5+3+6+4+2 65.91 seconds 4.51 seconds
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TABLE II.

Reconstruction time for the images shown in Figure 11. Times shown in the table are all for 10 iterations of 

list-mode TOF-PET image reconstruction.

Images Overall Reconstruction time GPU calculation time

Figure 12(a): Angle 1 54.8 seconds 5.6 seconds

Figure 12(b): Angle 1+2 76.5 seconds 13.5 seconds

Figure 12(c): Angle 1+2+3 88.8 seconds 21.1 seconds

Figure 12(d): Angle 1+2+3+4 108.1 seconds 29.8 seconds
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