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Abstract
The neural basis of motor response inhibition has drawn considerable attention in recent imaging
literature. Many studies have employed the go/no-go or stop signal task to examine the neural
processes underlying motor response inhibition. In particular, showing greater activity during no-go
(stop) as compared to go trials and during stop success as compared to stop error trials, the right
inferior prefrontal cortex (IFC) has been suggested by numerous studies as the cortical area mediating
response inhibition. Many of these same studies as well as others have also implicated the pre-
supplementary motor area (preSMA) in this process, in accord with a function of the medial prefrontal
cortex in goal-directed action. Here we employed connectivity analyses to delineate the roles of IFC
and preSMA during stop signal inhibition. Specifically, we hypothesized that, as an integral part of
the ventral attention system, the IFC responds to a stop signal and expedites the stop process in the
preSMA, the primary site of motor response inhibition. This hypothesis predicted that preSMA and
primary motor cortex would show functional interconnectivity via the basal ganglia circuitry to
mediate response execution or inhibition, whereas the IFC would influence the basal ganglia circuitry
via connectivity with preSMA. The results of Granger causality analyses in 57 participants confirmed
this hypothesis. Furthermore, psychophysiological interaction showed that, as compared to stop
errors, stop successes evoked greater effective connectivity between the IFC and preSMA, providing
additional support for this hypothesis. These new findings provided evidence critically differentiating
the roles of IFC and preSMA during stop signal inhibition and have important implications for our
understanding of the component processes of inhibitory control.
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Introduction
The go/no-go and stop signal task (SST) have been widely used to investigate the behavioral
and neural processes of motor response inhibition (Logan and Cowan, 1984). In these
behavioral tasks, a “go” stimulus required participants to respond within a time window.
Because these go trials occur most of the time, they set up a prepotent response tendency. In
contrast, the stop signal instructs participants to withhold their response. The rationale is that,
when response inhibition is in place, participants are able to stop upon seeing the stop signal.
Thus, many previous studies have compared stop success with stop error trials or simply stop
trials with go trials and identified bilateral or right inferior prefrontal cortex (IFC) as a cortical
site of inhibitory motor control (Verbruggen and Logan, 2008). It was theorized that the IFC
projects to the subthalamic nucleus (STN) in a hyper-direct pathway for motor inhibitory
control (Aron and Poldrack, 2006).

Many of these and other studies have also isolated the pre-supplementary motor area (preSMA)
as a key locus of response inhibition, in keeping with a role of this medial prefrontal structure
in action control and selection (Nachev et al., 2008). In particular, greater preSMA activation
was associated with shorter stop signal reaction time, an index of inhibitory control as computed
on the basis of the race model (Li et al., 2006a). An important question is thus whether the IFC
and preSMA play a similar or different role in motor response inhibition.

The extensive literature has suggested that the IFC is part of the ventral attention system, which
activates in response to the detection of a salient target, particularly when the target is
behaviorally relevant (Bledowski et al., 2004; Corbetta et al., 2008; Corbetta and Shulman,
2002; Hampshire et al., 2009). For instance, in spatial cueing paradigms the right IFC along
with the temporal parietal junction responds and reorients attention to an external stimulus that
occurs unexpectedly or infrequently, when the stimulus is a target (Kincade et al., 2005;
Serences et al., 2005). In the stop signal task, the stop signal is both infrequent and behaviorally
relevant. Thus, greater IFC activity during stop as compared to go trials may simply reflect
attentional processing of the stop signal. By increasing activity in response to the stop signal,
the IFC may serve to orient attention and resources to the stop process and, as a result, facilitate
stop signal inhibition.

The current study aimed to substantiate these roles of the IFC and preSMA in stop signal
inhibition. We hypothesized that the IFC would facilitate stop signal inhibition via functional
connectivity with the preSMA, and sought to confirm this hypothesis with Granger causality
analysis (GCA). Specifically, we predicted that the preSMA and primary motor cortex would
show strong interconnectivity with the basal ganglia circuitry of motor control, to determine
the outcome of go and stop processes, whereas the IFC would indirectly influence the basal
ganglia circuitry via connectivity with preSMA. We also predicted that, in psychophysiological
interaction (PPI, Friston et al., 1997; Gitelman et al., 2003), stop success would evoke greater
effective connectivity between the IFC and preSMA, as compared to stop error trials.

Materials and Methods
Subjects and behavioral task

Sixty subjects (30 men, 22-45 years of age, all right-handed) were paid to participate in the
study. All subjects signed a written consent after details of the study were explained, in
accordance to institute guidelines and procedures approved by the Yale Human Investigation
Committee.

We employed a simple reaction time task in this stop-signal paradigm (Li et al., 2006a;
2008a; 2008b; Logan and Cowan, 1984). There were two trial types: “go” and “stop,” randomly
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intermixed. A small dot appeared on the screen to engage attention at the beginning of a go
trial. After a randomized time interval (fore-period) between 1 and 5 s, the dot turned into a
circle (the “go” signal), which served as an imperative stimulus, prompting the subjects to
quickly press a button. The circle vanished at a button press or after 1 s had elapsed, whichever
came first, and the trial terminated. A premature button press prior to the appearance of the
circle also terminated the trial. Three quarters of all trials were go trials. The remaining one
quarter were stop trials. In a stop trial, an additional “X,” the “stop” signal, appeared after and
replaced the go signal. The subjects were told to withhold button press upon seeing the stop
signal. Likewise, a trial terminated at button press or when 1 s had elapsed since the appearance
of the stop signal. The stop signal delay (SSD) – the time interval between the go and stop
signal – started at 200 ms and varied from one stop trial to the next according to a staircase
procedure: if the subject succeeded in withholding the response, the SSD increased by 64 ms;
conversely, if they failed, SSD decreased by 64 ms (De Jong et al., 1990; Levitt, 1970). There
was an inter-trial-interval of 2 s. Subjects were instructed to respond to the go signal quickly
while keeping in mind that a stop signal could come up in a small number of trials. Prior to the
fMRI study each subject had a practice session outside the scanner. In the scanner each subject
completed four 10-min runs of the task with the SSD updated manually across runs. Depending
on the actual stimulus timing (trials varied in fore-period duration) and speed of response, the
total number of trials varied slightly across subjects in an experiment. With the staircase
procedure we anticipated that the subjects would succeed in withholding their response in
approximately half of the stop trials.

We computed a critical SSD that represents the time delay between go and stop signals that a
subject would require in order to succeed in 50% of the stop trials (Levitt, 1970). Specifically,
SSDs across trials were grouped into runs, with each run being defined as a monotonically
increasing or decreasing series. We derived a mid-run estimate by taking the middle SSD (or
average of the two middle SSDs if there was an even number of SSDs) of every second run.
The critical SSD was computed by taking the mean of all mid-run SSDs. It was reported that,
except for experiments with a small number of trials (less than 30), the mid-run estimate was
close to the maximum likelihood estimate of X50 (50% positive response; i.e., 50% SS in the
SST, Wetherill et al., 1966). The stop signal reaction time (SSRT) was computed by subtracting
the critical SSD from the median go trial RT (Logan, 1994).

Thirty subjects were also imaged in a 10-minute “resting state” session, in which they were
instructed to stay awake and relaxed, with their eyes closed.

Imaging protocol
Conventional T1-weighted spin echo sagittal anatomical images were acquired for slice
localization using a 3T scanner (Siemens Trio). Anatomical images of the functional slice
locations were next obtained with spin echo imaging in the axial plane parallel to the AC-PC
line with TR = 300 ms, TE = 2.5 ms, bandwidth = 300 Hz/pixel, flip angle = 60°, field of view
= 220 × 220 mm, matrix = 256 × 256, 32 slices with slice thickness = 4mm and no gap.
Functional, blood oxygenation level dependent (BOLD) signals were then acquired with a
single-shot gradient echo echoplanar imaging (EPI) sequence. Thirty-two axial slices parallel
to the AC-PC line covering the whole brain were acquired with TR = 2,000 ms, TE = 25 ms,
bandwidth = 2004 Hz/pixel, flip angle = 85°, field of view = 220 × 220 mm, matrix = 64 × 64,
32 slices with slice thickness = 4mm and no gap. Three hundred images were acquired in each
run for a total of four runs.

Spatial preprocessing and general linear modeling
Data were analyzed with Statistical Parametric Mapping version 5 (SPM5, Wellcome
Department of Imaging Neuroscience, University College London, U.K.). Images from the
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first five TRs at the beginning of each trial were discarded to enable the signal to achieve
steady-state equilibrium between RF pulsing and relaxation. Images of each individual subject
were first corrected for slice timing, realigned (motion-corrected) and unwarped (Andersson
et al. 2001; Hutton et al., 2002). A mean functional image volume was constructed for each
subject for each run from the realigned image volumes. These mean images were normalized
to an MNI (Montreal Neurological Institute) EPI template with affine registration followed by
nonlinear transformation (Ashburner and Friston, 1999; Friston et al., 1995a). The
normalization parameters determined for the mean functional volume were then applied to the
corresponding functional image volumes for each subject. Finally, images were smoothed with
a Gaussian kernel of 10 mm at Full Width at Half Maximum.

Statistical modeling of the imaging data was described in detail in our earlier studies (Li et al.,
2006a; 2008a; 2008b). Briefly, four main types of trial outcome were distinguished: go success
(G), go error (F), stop success (SS), and stop error (SE) trial. An analytical statistical design
was constructed for each individual subject, using the general linear model (GLM) with the
onsets of go signal in each of these trial types convolved with a canonical hemodynamic
response function (HRF) and with the temporal derivative of the canonical HRF entered as
regressors in the model (Friston et al., 1995b). Realignment parameters in all six dimensions
were also entered in the model. The data were high-pass filtered (128 s cutoff) to remove low-
frequency signal drifts. Serial autocorrelation was corrected by a first-degree autoregressive
or AR(1) model. In the first-level analysis, we constructed for each individual subject a contrast
between SS and SE. The con or contrast (difference in β) images of the first-level analysis were
then used for the second-level group statistics (random effect analysis; Penny and Holmes,
2004). Brain regions were identified using an atlas (Duvernoy, 1999; Mai et al., 2003). All
templates are in MNI space and voxel activations are presented in MNI coordinates. We used
MarsBaR to derive for each individual subject the effect size of activity change for regions of
interest (Brett et al., 2002; http://marsbar.sourceforge.net/).

Granger causality analysis (GCA)
Task-related and resting state time series were examined with GCA of multivariate
autoregressive models (Granger, 1969), a method widely used to describe “causal” influence
between sets of EEG or fMRI time series (Ding et al., 2000; Kaminski et al., 2001; Goebel et
al., 2003; Kus et al., 2004; Roebroeck et al., 2005; Sato et al., 2007; Deshpande et al., 2009).
In this analysis, we included as regions of interest (ROI) the preSMA, rIFC, and primary motor
cortex (PMC), caudate head, and the subthalamic nucleus (STN). The masks of preSMA, rIFC,
and PMC were derived on the basis of regional brain activations obtained in Li et al., 2006a.
The MNI coordinates of these three structures were x=−4, y=36, z=56 (preSMA); x=44, y=48,
z=−12 (rIFC); and x=−36, y=−8, z=52 (PMC). We included in the model the left caudate head,
which showed greater activation in association with short stop signal reaction time (Li et al.,
2008b). Masks of the left caudate head and the STN were obtained from the AAL atlas
(Tzourio-Mazoyer et al., 2002).

The application of multivariate autoregressive modeling requires that each ROI time-series is
covariance stationary, which we examined with the Augmented Dickey Fuller (ADF) test
(Hamilton, 1994). ADF test verified that there is no unit root in the time-series. BOLD time
series were concatenated across all four sessions for each individual subject. The data of 57 of
the 60 subjects were covariance stationary and subjected to GCA.

The preprocessed BOLD time series were averaged for each subject across all voxels in each
of the five ROIs. In a multi-dimensional vector autoregressive (VAR) model (Goebel et al.,
2003; Sato et al., 2006; Seth and Edelman, 2007) we computed the Granger causality (G-
causality) between the time series
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(1)

assuming that

(2)

In Equation 1, xi,t, i=1, 2, ..., 5 represent the time series of IFC, preSMA, PMC, caudate head,
and STN respectively, with xi,t and xi,t-p representing the value of the time series at time t and
time t-p, respectively, and p=1,2,...,k, where k is the order of the VAR model. The optimal
time lag was determined using Akaike information criterion (AIC, Akaike, 1974). Also, μi

(i=1, 2, ..., 5) are the means of the five time series and , where i,j = 1, 2,..., 5, and p=1, 2,...,
k, are the linear coefficients of the VAR model (i.e., the contributions of each “lagged”
observation to the predicted values of xi,t ). ui (i=1, 2,..., 5) are the residuals (prediction errors)
for each of the time series, which were assumed to have a Gaussian distribution, N(0,Σu )
(Equation 2).

Time series x1 is said to be “Granger-caused” (or G-caused) by time series x2 if the inclusion
of time series x2 reduces the variance of the residual (Σ12 in Equation 2) obtained by the
autoregressive model of time series x1 itself ( Σ11, Granger, 1969). We tested the significance
of the G-causality between time series x1 and x2 by an F-test:

(3)

where T is the total number of time points and p is the order of the VAR model. If the test
statistic of Equation 3 was greater than a specified significance criterion (e.g., p<0.0025,
correcting for a total of 20 comparisons for each subject), we rejected the NULL hypothesis
that time series x2 did not G-cause time series x1 (Geweke, 1982). Note that it is not necessary
that time series x1 and x2 have reciprocal G-causality. The direction of G-causality between
time series x1 and x2 is determined by the residual variance Σ12 and Σ21 , and these two terms
may not be identical as they are derived by two different regression estimations.

Because we used a multi-dimensional VAR model, we could determine all the residual terms
in a single model, and, importantly, identified if there was an intermediate node between two
target nodes. That is, a multi-dimensional model helped differentiate the G-causality between
X -> Y and X -> Z -> Y, which would be identical if a bivariate approach was used (Geweke,
1982).

We determined the G-causalities of the five time series for individual subjects, correcting for
multiple comparisons (p<0.05/20=0.0025) and computed the significance of the effective
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connectivity for the entire sample using a binomial test. In an alternative analysis, we
determined the G-causalities for individual subjects by bootstrapping from the data time series
of the five ROIs, prior to group analysis with the binomial test (see below).

Psychophysiological Interaction
Psychophysiological interaction (PPI) describes how functional connectivity between brain
regions is altered as a result of psychological context or variables (Friston et al., 1997; Gitelman
et al., 2003). In pursuit of our hypothesis that the IFC is functionally connected with the
preSMA to expedite stop signal inhibition, we anticipated greater connectivity between the
two brain regions during stop success (SS) as compared to stop error (SE) trials.

The time-series of the first eigenvariate of the BOLD signal were temporally filtered and mean
corrected, and deconvolved to generate the time series of the neuronal signal for the source
region – the IFC – as the physiological variable in the PPI. The psychological variable
represented the contrast between SS and SE trials: SS minus SE. An additional regressor
represented the interaction between the psychological and physiological factors. These
regressors were convolved with the canonical hemodynamic response function (HRF) and
entered into the regression model. The interaction term in the resulting SPM showed areas with
significant differential connectivity to the IFC because of the psychological context “SS minus
SE”. PPI analysis was carried out for each subject and the resulting images of contrast estimates
were used for random effect group analysis.

Results
Stop signal performance

Subjects had a mean go trial success rate of 96.1 (± 4.2) % (mean ± standard deviation, across
subjects) with a median RT of 557 (± 120) ms. The average stop success rate was 50.5 (± 2.4)
%, suggesting that their performance was adequately tracked by the staircase procedure. The
average stop signal reaction time was 205 (± 38) ms, well in the range of the values reported
in numerous previous studies (Tseng and Li, 2008).

Regional brain activations during stop signal performance
We examined regional brain activation associated with stop signal inhibition, using the same
analyses as in our previous studies (Li et al., 2006a; 2008c). The results of the current cohort
of 57 subjects confirmed our previous findings. Compared to stop error (SE), stop success (SS)
trials evoked greater activation in bilateral superior/middle and inferior frontal cortices. In
contrast, compared to SS, SE trials evoked greater activation in many cortical and subcortical
structures including the dorsal anterior cingulate cortex (ACC) and the thalamus
(Supplementary Figure 1). Furthermore, on the basis of a median split of the SSRT, we
compared 28 subjects with short to the other 28 with long SSRT (174 ± 23 ms vs. 235 ± 28
ms, p<0.0001) and observed greater activation in a dorsomedial region of the superior frontal
cortex and a sub-region in the rostral ACC (Supplementary Figure 2).

Granger causality analysis (GCA)
The results of GCA of the stop signal task time series showed that the preSMA and PMC have
significant connectivity with the caudate head and STN and that the IFC projected to the
preSMA but not to the basal ganglia (p<0.0025, corrected for multiple comparisons, for
individual GCA; p<0.01, binomial test for group analysis; Table 1a; Fig. 1). With p<0.05, the
binomial test for group results showed that the IFC and preSMA are reciprocally connected.
In contrast, no significant Granger causality was observed for any of the connections for the
resting state time series (Table 1b).
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To further confirm these results, we employed GCA on time series re-sampled (“bootstrapped”)
from our data. In essence, for individual subjects, by re-sampling 2,500 times from the data
time series in each ROI, we created surrogate time series with the same mean, variance,
autocorrelation function, and power spectrum as the data time series (Deshpande 2009;
Kaminsk 2001; Kus 2004; Thieler et al., 1992). The resulting F values from GCA on these
surrogate time series constituted the null hypothesis, which was tested against the data time
series. G-causality was considered significant at p<0.05, corrected for false discovery rate, for
individual connections (Genovese et al., 2001). Significance of G-causality was determined at
the group level with a binomial test. The results confirmed connectivity between PMC as well
as preSMA and the subcortical circuitry and the inter-connectivity between the IFC and
preSMA (Fig. 2). Furthermore, the IFC did not show G-causality with the caudate or STN in
either direction.

Psychophysiological interaction (PPI)
Figure 3 shows the brain regions that demonstrated greater connectivity with the IFC during
stop success (SS) as compared to stop error (SE) trials, at a threshold of p<0.005, uncorrected
and 10 voxels in the extent of activation. These brain regions included bilateral superior
temporal, inferior frontal, and visual cortices, as well as a dorsomedial region in the superior
frontal cortex (Table 2). To test our hypothesis specifically, we performed a region of interest
analysis focusing on the preSMA with small volume correction. The results showed a
significant cluster in the ROI: x=0, y=36, z=56, p<0.05, corrected for family-wise error (FWE)
of multiple comparisons. At the same threshold (uncorrected p<0.005 and 10 voxels), a small
cluster located in the region of ventromedial prefrontal cortex (x=16, y=48, z=−4, voxel
Z=3.20, 15 voxels) showed a negative PPI.

In a previous study we showed greater preSMA activity in association with short as compared
to long stop signal reaction time (SSRT, Li et al., 2006). Thus, to examine whether this
functional connectivity between IFC and preSMA differs with respect to SSRT, we compared
the effect sizes of this connectivity between subjects with short and long SSRT, on the basis
of a median split (174 ± 23 ms vs. 235 ± 28 ms, p<0.0001, n=28 in each group). The results
showed that the two groups did not differ in IFC-preSMA connectivity: 0.53 ± 0.93 vs. 0.31 ±
0.98 (p=0.217, one-tailed 2-sample t test). Comparison between subjects in the first and last
quartiles of SSRT (157 ± 19 ms vs. 254 ± 29 ms, p<0.0001, n=14 in each group) yielded
negative results: 0.30 ± 1.15 vs. 0.67 ± 1.02 (p=0.199, one-tailed 2-sample t test). We also
failed to observe a correlation between the effect size of the IFC-preSMA connectivity with
SSRT across all 57 subjects (r=0.053, p=0.688, Pearson regression).

Discussion
Our current findings from the Granger causality analyses showed that the primary motor cortex
(PMC) and pre-supplementary motor area (preSMA) are functionally connected with the
caudate head and subthalamic nucleus (STN). Furthermore, the inferior frontal cortex (IFC) is
connected with the preSMA but not the caudate head or STN. Thus, with strong
interconnectivity with the basal ganglia circuitry of motor control, the PMC and preSMA are
in a position to engage the competition of go and stop processes, whereas the IFC indirectly
influence the basal ganglia circuitry via projection to the preSMA. These new findings provide
evidence differentiating the roles of the IFC and preSMA during stop signal inhibition. In
particular, these data are inconsistent with the hypothesis of a hyperdirect pathway from the
IFC to STN for motor inhibitory control (Aron and Poldrack, 2006).

The results from psychophysiologic interaction (PPI) analyses further corroborated this
hypothesis: the IFC showed greater connectivity with the preSMA during stop success than
during stop error trials. A number of other brain regions including the superior temporal and
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inferior frontal gyri as well as the visual cortices also showed a significant positive PPI.
Although these findings were not specifically related to our hypothesis, they were consistent
with many studies implicating these temporal/parietal structures in awareness and attentional
binding of perceptual inputs (Campanella and Belin, 2007; Decety and Lamm, 2007; Driver
and Mattingley, 1998; Linden, 2005; Redcay, 2008). Greater functional connectivity with
temporal/parietal structures also appeared to be in accord with the relatively common finding
of parietal activation in the literature of the no/no-go and stop signal task (Garavan et al.,
2002; Karch et al., In press; Jaffard et al., 2008; Menon et al., 2001; Rubia et al., 2001). Greater
connectivity with the visual cortices may underlie a mechanism of attentional enhancement of
visual information processing (Brefczynski and DeYoe, 1999; Slotnick et al., 2003; Smith et
al., 2000), and parietal activation might be the source of this striate cortical modulation
(Poghosyan et al., 2005).

In earlier reports we demonstrated greater preSMA but not IFC activation (during stop success
> stop error) in association with short as compared to long SSRT (Chao et al., In press; Li et
al., 2006a). One question is whether the PPI between the IFC and preSMA is related to SSRT.
Neither group-based comparison nor linear correlation showed a significant association
between IFC-preSMA connectivity and SSRT. These results suggested that, although the IFC
serves to detect the stop signal, the process of response suppression likely does not occur until
the signal reaches the preSMA. This preliminary finding thus seems to further demarcate the
roles of the IFC and preSMA during stop signal inhibition.

As described earlier, the IFC is part of the ventral attention system, which activates to the
detection of a salient, behaviorally relevant target (see Corbetta and Shulman, 2002; Corbetta
et al., 2008, for a review). In the stop signal task, the stop signal is both salient, because it is
less frequent, and behaviorally relevant, because it demands a change of response. Thus, the
saliency processing of the stop signal may explain greater IFC activation during stop (or no-
go) trials as compared to go trials (Aron and Poldrack, 2006; Chevrier et al., 2007; Garavan et
al., 1999; Konishi et al., 1999; Leung and Cai, 2007; Liddle et al., 2001; Rubia et al., 2003;
Rubia et al., 2005; Xue et al., 2008). Many other studies have also provided evidence supporting
a role of the IFC in target detection (Bledowski et al., 2004; Hampshire et al., 2007, 2009;
Linden, 2005). In particular, Hampshire and colleagues showed that the IFC responds to target
stimuli even when they were equated in frequency to the distractor stimuli, ruling out a surprise
or “odd-ball” effect. Furthermore, by probing response only at the end of the stimulus sequence,
the investigators demonstrated that response suppression was not required for this IFC activity
to be observed. Thus, as suggested by Hampshire and colleagues, these findings support a role
of the IFC in target detection during planned responses, in accord with the current results.

A recent study by Chikazoe et al. 2009 attempted to distinguish “odd-ball” from response
inhibition activity by introducing infrequent “go” trials during a go/nogo task. They showed
greater response in a posterior locus of the inferior frontal cortex during nogo as compared to
infrequent go trials and suggested that this area is specifically related to response suppression.
On the other hand, compared to an infrequent go response, a nogo response (no response) would
likely require greater attentional processing to be successfully executed. For instance, one
might speculate that while lapses of attention during nogo trials would prevent the “stop”
process from being initiated in time, resulting in a nogo error, similar lapses during infrequent
go trials would perhaps simply delay the go process. Thus, by contrasting successful nogo and
infrequent go trials, one might be isolating neural processes directly related to attention.
Nonetheless, the studies of Chizakoe and colleagues are interesting as they delineated inferior
frontal subregions specialized for different aspects of go/nogo performance (Chizakoe et al.,
2008; Hirose et al., in press).
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How might one isolate the neural correlates of response inhibition during the stop signal task,
independent of such attention-related activity? Previous work of Logan and colleagues
provided a useful approach (Logan, 1994; Logan and Cowan, 1984). Logan and colleagues
hypothesized in a model that the “go” and “stop” processes race to finish. The go process
prepares and generates the movement while the stop process inhibits movement initiation:
whichever process finishes first determines whether a response will be initiated or not.
Importantly, the go and stop processes race toward the activation threshold independently.
Thus, the time required for the stop signal to be processed so a response is withheld (i.e., stop
signal reaction time or SSRT) can be computed on the basis of the go trial RT distribution and
the odds of successful inhibits for different time delays between the go and stop signals. This
is achieved by estimating the “critical” stop signal delay (SSD) at which a response can be
correctly stopped in approximately 50% of the stop trials and subtracting the critical SSD from
the median go trial RT (Logan, 1994). Generally speaking, the SSRT is the time required for
a subject to cancel the movement after seeing the stop signal. Studies have used changes in
SSRT as an index of the development of inhibitory control across life span (Bedard et al.,
2002; Williams et al., 1999). A longer SSRT indicates poor response inhibition, and the wide
behavioral literature of the stop signal task has employed prolonged SSRT as an index of
impaired motor inhibitory control in patients with neurological or psychiatric conditions
(Alderson et al., 2007; Bekker et al., 2005; Bellgrove et al., 2006; Gauggel et al., 2004; Huddy
et al., 2008; Huizenga et al., 2009; Kooijmans et al., 2000; Li et al., 2006b; McAlonan et al.,
2009; Rieger et al., 2003; Sagaspe et al., 2007).

Notably, our previous work suggested that the preSMA activity is inversely associated with
the SSRT in individuals who did not differ in any other aspects of the stop signal performance
(Chao et al., in press; Li et al., 2006a). This preSMA activity in inhibitory control is consistent
with many previous studies suggesting functions of goal-directed action in this medial cortical
structure (Boecker et al., 1998; Boecker et al., 2008; Brass and Haggard, 2007; de Jong and
Paans, 2007; Lau et al., 2004; Leung and Cai, 2007; Mueller et al., 2007; Nachev et al.,
2005; Nachev et al., 2007; Rushworth et al., 2002; Shima et al., 1996; Simmonds et al.,
2008; Sumner et al., 2007; Suskauer et al., 2008). For instance, patients with preSMA lesions
were impaired in inhibiting ongoing movements without showing changes in simple reaction
time (Nachev et al., 2007). Such a role of preSMA in inhibitory motor control was also
supported by electrophysiological studies. Stuphorn et al. showed that subthreshold electrical
microstimulation of the presupplementary eye field improves inhibitory function (i.e.,
shortening SSRT) in macaque monkeys performing the stop signal task (Stuphorn and Schall,
2006). Electrical stimulation in the pre-SMA suppressed an automatic unwanted action while
boosting a controlled desired action in macaque monkeys performing a “saccade-overriding”
task (Isoda and Hikosaka, 2007).

Taken together, the current findings from GCA and PPI analyses suggested that both the IFC
and preSMA are involved but play different roles during stop signal inhibition, with the IFC
mediating attentional processing of the stop signal and the preSMA mediating motor inhibitory
control. GCA has been a useful tool in describing effective connectivity between brain regions
during fMRI of a cognitive task (Abler et al., 2006; Deshpande et al., 2008; Roebroeck et al.,
2005; Stilla et al., 2007; Upadhyay et al., 2008). In particular, without a priori assumptions
about the network connectivity, GCA is well suited for hypothesis testing. The present study
set out to differentiate two hypotheses with one postulating direct connectivity between the
IFC and STN and the other postulating a projection from the IFC to preSMA, which is
connected with the basal ganglia circuitry. Our results clearly favored the latter hypothesis. On
the other hand, one is cautioned against over-interpreting the patterns of connectivity. For
instance, the current results could not be used to specify the individual roles of caudate nucleus
and STN during stop signal inhibition.
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To summarize, the current findings are inconsistent with the hypothesis of a hyperdirect
pathway from the IFC to basal ganglia for inhibitory motor control. The results suggest that
the IFC and preSMA play different roles in stop signal inhibition, with the IFC mediating
attentional processing of the stop signal and the preSMA mediating response inhibition. The
current findings have important implications for our understanding of the component processes
of inhibitory control. In particular, deficits in stop signal inhibition have been implicated in
many clinical conditions including attention deficit hyperactivity disorder and Parkinson's
disease (Bush et al., 2005; McCloskey et al., 2005; Li and Sinha, 2008). These results would
facilitate our understanding of the source of inhibitory control deficits in these illnesses.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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FIGURE 1.
The results of Granger (G-) causality analyses showed that the pre-supplementary motor area
(preSMA) and primary motor cortex (PMC) are interconnected with the caudate head and the
subthalamic nucleus (STN). The inferior frontal cortex (IFC) showed reciprocal G-causality
with the preSMA but not with other structures.

Duann et al. Page 16

J Neurosci. Author manuscript; available in PMC 2010 August 12.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



FIGURE 2.
The results of G-causality analysis with significance of individual connectivity tested against
bootstrapped surrogate time series. P values are obtained from binomial test. Overall, the
pattern of G-causality was almost identical to that shown in Figure 1.
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FIGURE 3.
Brain regions showing greater psychophysiologic interaction (PPI) with the inferior frontal
cortex during stop success compared to stop error trials. BOLD contrast was overlaid on a T1
structural image in axial sections. Neurological orientation: right = right. Color bar represents
voxel T value.
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