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Abstract
Oscillatory entrainment mechanisms are invoked during attentional processing of rhythmically
occurring stimuli, whereby their phase-alignment regulates the excitability state of neurons coding
for anticipated inputs. These mechanisms have been examined in the delta-band (1-3 Hz) where
entrainment frequency matches the stimulation rate. Here, we investigated entrainment for sub-
delta rhythmic stimulation, recording from intracranial electrodes over human auditory cortex
during an intersensory audiovisual task. Audiovisual stimuli were presented at 0.67-Hz while
participants detected targets within one sensory stream and ignored the other. It was found that
entrainment operated at twice the stimulation rate (1.33Hz), and this was reflected by higher
amplitude values in the FFT-spectrum, cyclic modulation of alpha-amplitude, and phase-
amplitude coupling between delta-phase and alpha-power. In addition, we found that alpha-
amplitude was relatively increased in auditory cortex coincident with to-be-ignored auditory
stimuli during attention to vision. Thus, the data suggest that entrainment mechanisms operate
within a delimited pass-band such that for sub-delta task rhythms, oscillatory harmonics are
invoked. The phase of these delta-entrained oscillations modulates alpha-band power. This may in
turn increase or decrease responsiveness to relevant and irrelevant stimuli, respectively.
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INTRODUCTION
Neural oscillations play a key role in attentional selection. High-frequency gamma rhythms
(>30Hz) within local neural ensembles enhance the efficacy of signals located within the
locus of the attentional spotlight (Fries et al., 2001, 2002; Taylor et al., 2005; Womelsdorf et
al., 2006; Jacobs et al., 2007), and alpha-band oscillations (8–14Hz) are associated with
attentional suppression mechanisms in visual cortex (Mullholand et al., 1983; Ray & Cole
1985; Foxe et al., 1998; Worden et al., 2000; Sauseng et al., 2005; Thut et al., 2006;
Dockree et al., 2007; Snyder & Foxe, 2010). A central role in perceptual selection has also
been attributed to the momentary phase of brain oscillations, whereby the amplitude of
faster rhythms (alpha, beta and gamma) modulate as a function of the phase of slower
oscillations (delta or theta - Bishop 1932; Lakatos et al., 2005; Canolty et al., 2006; Jensen
& Colgin 2007; Puig et al 2008). It is theorized that phase/amplitude cross-frequency
coupling mechanisms coordinate neural activity on multiple time-scales, selectively
influencing stimulus processing at different levels of the sensory hierarchy by controlling
the excitability state within local neural ensembles, as well as across distributed cortical
networks (Csicsvari et al., 2003; Buzsáki 2004; Jones & Wilson 2005; Canolty & Knight,
2010; Lakatos et al., 2007; Isler et al., 2008).

In an influential non-human primate study it was found that delta-band oscillations within
primary visual cortex ‘entrained’ to the pace of the stimulus stream when a rhythmic (1.5Hz)
and predictable intersensory attention task was employed (Lakatos et al., 2008). This delta
oscillation showed an equi-opposite phase relationship dependent on whether the visual or
auditory elements of the alternating audio-visual stream were attended. It was inferred that
entrainment formed the basis of a selection process whereby attended inputs aligned with the
excitable phase of the oscillatory cycle, while irrelevant inputs aligned with the opposite
inhibitory phase. Further, the amplitude of higher-frequency theta and gamma rhythms were
found to modulate as a function of delta-phase. An important question follows from these
findings. Does the precise alignment observed by Lakatos and colleagues (2008) reflect an
entirely flexible entrainment system, such that the system can readily adjust the frequency
and phase of the entrainment rhythm to precisely match the frequency of stimulus inputs
across a wide range of rates?

We aimed to test the universality of entrainment, and its role in sensory selection, by
investigating whether entrainment operates in scenarios where rhythmical stimuli are
presented at slower paces than delta (1-3 Hz) and when the stimulus composition of the
inputs is largely unpredictable. Recordings were made from implanted subdural electrodes
over human auditory cortex, while rhythmical auditory stimuli were presented at a rate of
0.67 Hz. We reasoned that if rhythmic shifting of excitability only operates within a
delimited delta frequency-band, that entrainment processes would necessarily rely on more
than a single oscillatory cycle between successive stimuli. We also sought to characterize
cross-frequency coupling between these putative delta mechanisms and higher-frequency
oscillatory mechanisms. We were specifically interested in the role of alpha-band
suppression mechanisms, since it is well known that alpha-band activity over visual cortical
areas selectively operates to suppress irrelevant visual inputs during attentional tasks (Foxe
et al., 1998; Kelly et al., 2005, 2006, 2009). Similar alpha-mediated suppression
mechanisms have not been firmly established in auditory cortex, but this is likely due to
measurement issues. That is, alpha generated in auditory sensory cortex may not propagate
well to the scalp surface given the orientation of the underlying generators, which are buried
along the supra-temporal plane. The use of direct intracranial recordings provides the
necessary sensitivity to auditory alpha, allowing for a direct assessment here of potential
cross-frequency coupling between delta-band oscillations and alpha-band power.
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METHODS
Intracranial recordings were obtained from two patients (MDJ and BD, 40 and 37 years old,
respectively) suffering from intractable epilepsy. Participant MDJ was female, while
participant BD was male. No seizure activity was observed in the cortical regions
investigated herein. Both participants were on anti-seizure medication at the time of
recording, and all neuropsychological tests were within normal limits. Language was left
lateralized as determined by Wada testing. Participants provided written informed consent
and the procedures were approved by the Institutional Review Boards of the Nathan Kline
Institute, Weill Cornell Presbyterian Hospital, and the City College of the City University of
New York (CCNY).

Experimental Paradigm
The sequence of events in a typical block is illustrated in Figure 1a. We implemented a
rhythmic task by presenting an auditory stimulus every 1500 ms (i.e. 0.67 Hz stimulus
presentation rate). All visual stimuli were presented with a stimulus onset asynchrony
(SOA), with respect to the auditory stimulus, of 0, 13, 25, 67, or 140 ms with equal
proportions.

A central cross (black and ~1° angle) was presented on the screen throughout the
experiment, and participants were instructed to maintain fixation at all times. Visual stimuli
were displayed on a gray background, while all auditory stimuli were presented through
headphones (Sennheiser, model HD600). Participants were instructed on alternating blocks
to bias attention to the auditory or visual modality, and only detect deviant targets in the
relevant sensory modality. Each block contained a total of 120 trials, giving a block run-time
of 3 minutes. Participant MDJ performed a total of 9 blocks (5 attend auditory and 4 attend
visual), while participant BD performed a total of 18 blocks (9 attend auditory and 9 attend
visual). Greater access time to participant BD allowed for more experimental blocks to be
completed by him. Two attend-visual blocks of participant BD were excluded from analysis
on account of poor performance (>10 misses and 10 false alarms) due to a self-reported lack
of attentional focus.

A limitation of our procedure was that formal infra-red eye-tracking procedures could not be
implemented due to technical limitations in the hospital room environment where these
recordings were acquired. Instead, the experimenter visually monitored the participant’s eye
position throughout all recordings and regularly informed the participant to keep his/her
eyes on the central fixation cross. In the event that the participant was becoming evidently
fatigued, or any evidence of eye-closure or deviation from fixation was detected, the
experimental block was aborted and the participant was given a break from testing.

In a given block, 80% of the stimuli were bisensory, and the visual portion of the bisensory
stimulus was delayed using five different SOAs (see above) relative to the onset of the
auditory stimuli. Further, 10% of the stimuli were auditory-alone, and the remaining 10%
were visual-alone. The auditory stimulus consisted of a binaural, continuous pure tone (1000
Hz, 80 dB SPL, 100 ms duration, 5 ms rise/fall, 5 ms interval between tones). The visual
stimulus consisted of a pair of gabor patches (4.5° in diameter, centered 2.5° to the left and
right of fixation, 100 ms duration, 10 cycles/degree). The audio-visual bisensory stimuli
were a combination of the above-described auditory and visual stimuli. All visual stimuli
were presented on a Dell Trinitron Ultrascan P780 17″ Cathode Ray Tube Monitor, on a
gray background running with a 60 Hz refresh rate. Eye position was closely monitored by
the experimenters throughout the entire task.
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On 85% of visual stimuli (standards), the two Gabor patches were oriented identically and
no overt response was required. On the other 15% (targets), the orientations of the left and
right Gabor patches were slightly different (see Figure 1b) and subjects responded to these
targets with a button push (using a computer mouse) during the blocks where attention was
apportioned to the visual modality. For 85% of the auditory stimuli (standards), the tone had
no discontinuity in the signal and no response was required. For the other 15% (targets),
there was a slight discontinuity in the middle segment of the tone (a gap) and subjects were
required to press a button upon detection during those blocks where attention was
apportioned to the auditory modality. Incongruent target stimuli (e.g. a deviant auditory
stimulus paired with a standard visual stimulus, and vice versa) and congruent targets were
presented with equal probability.

The difficulty in detecting a target was adapted online based on the participant’s
performance. We implemented this adaptive task difficulty approach to minimize task
difficulty differences across sensory modalities and to keep the participants highly motivated
throughout the task. The difficulty levels in the auditory task were achieved by attenuating
the amplitude in the middle of the signal (i.e. 47 – 52 ms) by a particular value. The values
were chosen using a logarithmic scale, with a 100% attenuation in the lowest difficulty level
and a 5% attenuation in the highest level. In the visual modality, the level of difficulty was
also adapted using a logarithmic scale. The lowest level of difficulty between the two Gabor
patches was an angular difference of 54°, while the highest level of difficulty was an angular
difference of just 1° (see Figure 1b for a visual illustration of the target stimuli). Neither
participant reached the highest or lowest level of difficulty in either sensory modality.

Before the start of the experiment, participants performed several practice runs to set the
initial target difficulty level, and to become familiar with the experimental setup. Thereafter,
difficulty level was decreased in the event of either a single miss or two false-alarm
responses in a row, and increased one level in the event of two hits in a row. Feedback on
behavioral performance (i.e. amount of hits, misses, false alarms, and correct withholds) was
given at the end of each block by graphically presenting the performance data on the screen.

EEG Measurements
Continuous EEG data were acquired using a BrainVision amplifier system. The electrodes
used here are highly sensitive to local field potentials (LFP) generated within ~4.0 mm3

area, and are much less sensitive to distant activity (Lachaux et al., 2005; Sehatpour et al.,
2008). Recordings were obtained using a multi-array grid composed of 48 contacts (6 rows
× 8 columns, 10mm inter-contact spacing), which covered a large portion of the surface of
the temporal lobe, including parts of the lateral sulcus containing auditory cortex. Both
participants had the multi-array grid electrode placed over the right hemisphere. An
electrode located over frontal cortex served as the reference. The data were bandpass-filtered
online from 0.016 to 250 Hz and digitized at 1,000 Hz. Data were analyzed offline using a
±1200 μV artifact rejection criterion. Two notch-filters at 60 and 120 Hz and a linear-
detrend method were applied to the raw data offline. The EEG recordings were not obtained
immediately before or after seizures. High-resolution pre-surgical MRIs were co-registered
with post-surgery MRIs for the precise derivation of the electrode coordinates and
reconstruction into 3D renderings. Finally, given our relatively small sample of trials for
each SOA condition, all EEG analyses of audio-visual stimuli were collapsed across SOAs.

Behavioral Data Analysis
D-prime values were calculated for each participant. D-prime values quantify the sensitivity
of identifying a deviant stimulus, independent of response criteria (Best et al., 1981).
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Data Referencing: Event-related Field Potentials (ERFP)
Two-dimensional local field potential (LFP) profiles were calculated using a five-point
formula to estimate the second spatial derivative of voltage in the vertical and horizontal
axis. This composite local referencing scheme was used to ensure that analysis of activity at
a given electrode site was confined exclusively to local activity, ensuring the minimum of
contamination through propagation of currents from more distant generators. For our
purposes here, we have termed these responses event-related field potentials (ERFPs) to
reflect their highly local nature. They are computed as follows:

Where ‘Vi, j’ denotes the recorded field potential at row ‘i’ and column ‘j’ in the electrode
grid. ERFP profiles for electrode contacts located in the borderline of the grid were not
calculated because of the lack of a full compliment of surrounding neighbor electrode sites.

Anatomical localization of electrodes based on MRI data
The BrainVoyager 4.9 software package was used to analyze the anatomical MRI data
(Goebel et al 1998). High-resolution presurgical MRIs were co-registered with post-surgical
MRIs using a method that lines up the anterior and the posterior commissures. These were
reconstructed into three-dimensional (3D) images. Afterwards, the 3D coordinates of each
electrode were calculated from the postsurgical MRI and mapped to the presurgical MRI.
The MRI data were then transformed into Talairach space for the localization of each
electrode contact based on the Talaraich Daemon library (Lancaster et al 2000).

Characterization and localization of sensory evoked activity
Accepted trials were epoched from −100ms to 500ms post-stimulus onset. The baseline was
defined as the mean amplitude from 100ms to 0ms before the onset of the auditory stimulus.
In order to characterize evoked (phase-locked) activity, we derived ERFP waveforms by
averaging across all accepted audio-visual bisensory stimuli in both attention conditions.
The term ERFP signifies ‘event-related field potential’ and is similar to the event-related-
potential (ERP) data, in that both are derived using the same algorithm. However, the ERFP
indexes the gradient of local field-potential, and is essentially reference-independent, while
the ERP indexes voltage activity and uses a reference location. Only trials on which a non-
target (in both modalities) bisensory stimulus was presented and no overt response was
made were analyzed for localization purposes.

To characterize a sensory evoked activation, difference waveforms were calculated for each
trial by subtracting the average activity from –100 to –50ms from the whole epoch.
Statistical testing of sensory evoked effects was achieved by computing Montecarlo
simulations on these difference waveforms and comparing the ‘observed’ z-score value
against the simulated Montecarlo distribution (see Maris et al 2007 for non-parametric
testing of neurophysiological processes). The ‘observed’ z-score was computed for each
single time point in each electrode of interest. The Montecarlo simulation was derived by
computing the z-score of a random collection of the total sampled trials. This process was
repeated 5000 times. An effect was deemed statistically significant when the following two
criteria were met: (1) the observed ‘z-score’ value, in each dipolar moment, was less or
greater than ±1.96, and (2) the observed z-score was situated above or below ±1.96 standard
deviations away from the mean of the Montecarlo distribution.
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Frequency domain analysis
To examine the frequency spectrum for dominant oscillatory rhythms, an FFT was
performed on the ERFP activity for each attention condition. This FFT was performed on a
6-second time window centered on the onset of each accepted trial (−3000 to 3000 ms),
providing a resolution of 0.1667 Hz. Prior to the computation of the FFT, the raw ERFP
signal was baseline-corrected using the mean activity from −100ms to 0ms before the
auditory stimulus onset. Note that for all analyses, the first five observations in every block
of trials were discarded in order to ensure that the rhythmicity of the task had been
established.

Time-frequency analysis
Instantaneous power and phase activity was characterized on a single trial level using a
Morlet wavelet decomposition applied to the ERFP measurements, as implemented in the
Fieldtrip toolbox for MATLAB (version 2008-04-05, see
http://www.ru.nl/fcdonders/fieldtrip/). This procedure provides an index of ‘induced’
activity (i.e. both incompletely and strictly phase-locked activity) as a function of time (see
Tallon et al 1995; Sutoh et al 2000; Lakatos et al 2007). Before time-frequency analysis was
conducted, the raw ERFP signal was linearly de-trended. For each accepted epoch, the
wavelet decomposition was computed from 0.67 to 115 Hz (with initial steps of 0.67 until
the 4 Hz component, after which steps of 1Hz were adopted). In order to avoid edge filter
artifacts, accepted trials were separately epoched from −2000ms pre-stimulus to 2000ms
post-stimulus, time-locked to the onset of the auditory stimulus. The baseline was defined as
the mean amplitude from 100ms to 0ms before the onset of the auditory stimulus. Separate
averages were made for the two attention conditions (Attend-Auditory, Attend-Visual). To
test for statistically significant attention effects, the ‘observed’ z-score value was compared
against a simulated distribution derived using a Montecarlo procedure (as above). The
temporal window used for assessing attention effects in each frequency-band was chosen
such that it exceeded the duration of the auditory stimulus (i.e. 100 ms) and contained at
least four oscillatory cycles of that frequency. For instance, the temporal window for a 10
Hz oscillation was 400 ms, for a 20 Hz oscillation 200 ms, and for a 40 Hz it was 100ms.
The amplitude values within this temporal window were averaged across time.

Instantaneous phase statistics
In order to estimate the phase distribution across trials, the mean phase angle and the
resultant length of the mean complex vector (mean resultant length, R) were calculated at
each frequency at the onset of the auditory stimulus. To estimate R, each phase observation
was normalized to a unit vector in the complex plane by dividing complex wavelet values by
their magnitude. R was then calculated by taking the mean across all trials. The mean
resultant length ranges from 0 to 1, with 0 indicating uniform phase distribution across trials
and 1 a constant phase on all trials. The distribution of phase (across trials) was analyzed
using circular statistical methods, and the phase distribution was tested against the null
hypothesis of uniformity using the Rayleigh statistic.

To test for differences across attention conditions, pooled phase distributions were compared
using a nonparametric test for the equality of circular means (see Rizzuto et al 2003; Rizzuto
et al., 2006; Lakatos et al 2007). The alpha value was set at 0.05 for all statistical tests.

Cross-frequency coupling
Oscillatory amplitude in the delta, theta, alpha, beta and gamma bands as a function of
oscillatory phase of a 0.67 Hz frequency cycle at auditory stimulus onset was measured.
Phase/amplitude cross-frequency coupling (nested frequency) effects were also calculated
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for amplitudes of the theta, alpha, beta and gamma bands and the phase of the 2nd, 3rd, and
4th harmonic of the 0.67 Hz component, as well as the delta (1 – 3 Hz) frequency band. To
accomplish this, we sorted the phase values obtained from the wavelet-transformed epochs
from −π to +π radians. We then applied the permutation vector obtained from sorting the
phases to the oscillatory amplitude values (see Lakatos et al 2005; Lakatos et al 2008). To
assess the reliability of any putative cross-frequency coupling effect, we systematically
shuffled the alpha-power time course on each individual trial by 0%, 33%, 67% and 100%
for each condition in each participant.

RESULTS
Behavioral analyses

D-prime measures were computed for each attention condition collapsed across stimulus-
type and SOA variables. Participant MDJ had d-prime values of 2.49 and 2.36 for the
auditory and visual conditions, respectively. Participant BD had d-prime values of 2.71 and
2.53 for the auditory and visual conditions, respectively.

Electrode Localization: MRI & ERFP activity
Figure 2 shows event-related field potential (ERFP) waveforms, collapsed across attention
conditions, for adjacent pairs of electrodes localized to Brodmann area 41 in the superior
temporal gyrus (STG). A single electrode in each participant that likely captured activity
emanating from primary auditory cortex (A1) on the basis of the MRI and
neurophysiological activity was identified (see method section for a description). For
participant MDJ this was electrode E14 (talairach coordinates 59, −25, 11) and for BD it
was E10 (57, −20, 11). These electrodes show an initial stimulus-locked ERFP component
peaking at ~45 - 55 ms (positive for MDJ, negative for BD; see Figure 2), followed by a
substantial deflection of the opposite polarity peaking at around 80-100 ms past stimulus
onset. The latter coincides with the timeframe of the typical auditory N1 ERP component
observed in surface electrode recordings (Naatanen et al 1981; Naatanen et al 1982; Beer
and Roder 2005; Molholm et al 2007; Leavitt et al 2007).

Additional electrodes close to these aforementioned electrodes are also shown to illustrate
the spatial resolution provided by the electrode grid and the clear dipolar field activity over
early auditory sites. The MRI data indicated that electrode E15 in participant MDJ was also
located over Brodmann (BA) area 41 (59, −22, 5). Further, electrodes E19 and E21 in the
same participant were placed over BA 22 (61, −38, 15 and 61, −24, 5, respectively), while
electrodes E10 and E13 were placed over BA 43 and 40, respectively (53, −7, 13 and 58,
−27, 20). Electrode E11 in participant BD was also localized to BA 41 (57, −12, 7).
Furthermore, electrode E9 was located over BA 42 (57, −27, 14), while electrodes E3 and
E16 in the same participant were located over BA 2 and 21, respectively (57, −22, 28 and
58, −22, 1).

FFT Spectral Peaks & Phase Statistics
We sought to identify and characterize oscillatory processes in the data that may reflect an
entrainment mechanism that facilitates intersensory perceptual selection. As a first step, we
examined FFT spectra for oscillatory peaks. Figure 3a (upper panels) shows a 6-second FFT
spectrum over the range 0.33 to 100 Hz for both attention conditions in electrode E14 in
participant MDJ (number of auditory and visual trials: 116 and 113, respectively) and E10 in
participant BD (number of auditory and visual trials: 323 and 324, respectively). Figure 3a
lower panels shows the spectrum in the range 0.33 to ~4 Hz. Peaks in amplitude were
apparent at the stimulus rate (0.67 Hz) and harmonics 1.33, 2.00, and 2.67 Hz for both
participants, and additionally at 3.33 Hz for participant BD. We assessed statistical
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differences across oscillatory peak amplitudes in each participant, collapsed across attention
conditions. We found significantly higher amplitude in the 2nd harmonic peak than the 1st in
both participants (MDJ z-score = −1.98, p < 0.05; BD z-score = −1.65, p < 0.05). Greater
power was observed in the 2nd harmonic peak also when compared to the 3rd (MDJ z-score
= −6.02, p < 0.001; BD z-score = −9.12, p = 0) and 4th harmonic (MDJ z-score = −15.71, p
= 0; BD z-score = −19.23, p = 0). To test whether the dominance of the 2nd harmonic peak
was merely due to the spectral content of the evoked response, we computed an FFT on the
average evoked response derived over the same 6-second window (i.e., rather than compute
the FFT for each 6-s window and then average, we computed the FFT of the time-domain
average). The FFT revealed a reversal of the previously reported effects - the 1st harmonic
was larger than the 2nd harmonic in both participants (see figure 3b). This finding indicates
that the relative amplitudes of oscillatory modes are unlikely to be due to the evoked
response.

The Rayleigh test revealed statistically significant non-uniformity in the phase distributions
of the 0.67-Hz component and the second harmonic (i.e. 1.33-Hz), but not for the remaining
harmonics, namely 2, 2.67 and 3.33 Hz. Histograms in Figure 3c show the phase
distributions of the 0.67 Hz oscillatory component, and its second harmonic 1.33 Hz, in the
same electrodes at 0ms (the onset of the auditory tone) for each attention condition. The
Rayleigh test performed on the 0.67 Hz frequency component showed that attention to both
auditory and visual modalities elicited a significant phase organization (p < 0.05 attend
auditory R = .54 & circular variance (S) = .46, p < 0.05 attend visual R = .21, S = .79 in
participant MDJ; p < 0.05 attend auditory R = .61, S = .39, p < 0.05 attend visual R = .43, S
= .57 in participant BD). When testing for differences in phase-distribution across attention
conditions, it was found that they were statistically different from each other in participant
MDJ (Yr = 6.99, p < .05) and in participant BD (Yr = 6.35, p < 0.05). For the 1.33 Hz
component, the data also revealed a significantly non-uniform phase distribution in both
attention conditions in participant BD (attend auditory R = .55, S = .45; attend visual R = .
38, S = .62). In participant MDJ, a significantly non-uniform phase distribution was seen
only for the attend-auditory condition (R = .32, S = .68), with a trend towards significance in
the attend-visual condition (R = .14, S = .86; p = 0.0878). However, the 1.33-Hz phase
distributions were different across attention conditions in both MDJ (Yr = 5.62, p < 0.05)
and BD (Yr = 4.87, p < 0.05). MDJ’s mean phase value for the attend-auditory condition
was 85o, whereas the mean phase value for the attend-visual condition was 283o. For
participant BD the mean phase value for the attend-auditory condition was 83o, whereas the
mean phase value for the attend-visual condition was 232o. This indicates that the 1.33Hz
oscillation in the attend-visual condition lagged that in the attend-auditory condition by 162o

(338 ms) and 211o (441 ms) in MDJ and BD, respectively.

Given our relatively small sample of trials for each SOA condition, we decided to pool
audio-visual stimuli across all SOAs. However, to ensure that there were no differences in
the SOA phase distributions we computed a nonparametric test for the equality of circular
means for each attention condition and in both subjects. The results did not reveal a
significant difference in any of the conditions and subjects tested (MDJ attend-aud: F = .
2324, p = .2128 ; MDJ attend-vis: F = .4732, p = .5970 ; BD attend-aud: F = .3707, p = .
3411 ; BD attend-vis: F = 1.7294, p = .2888).

To summarize, the FFT-spectra exhibited clear oscillatory peaks at the stimulation rate and
harmonics below the 4Hz range. The amplitude of the 2nd harmonic in the FFT-spectrum
was significantly greater than the amplitudes of the 1st, 3rd and 4th harmonics. Further,
phase-distributions for the 0.67 and 1.33 Hz oscillations were significantly non-uniform in
each attention condition and significantly different across attention conditions.
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Attention effects in the time-frequency domain
Figure 4a shows the time-frequency (TF)-spectrum from 1 to 70 Hz for both attention
conditions, and their difference (attend auditory minus attend visual, lower panels) in the
period of −1600 to +1600 ms relative to stimulus onset (MDJ number of auditory and visual
trials: 164 and 120, respectively; BD number of auditory and visual trials: 277 and 264,
respectively). The figure shows increased power in frequencies lower than 60 Hz after
stimulus onset with a clear peak around 10 Hz at or shortly following the presentation of the
auditory stimulus. No effects were observed in frequencies above 70 Hz.

Non-parametric statistical testing revealed an effect of attention in the alpha band (8 – 14
Hz) in both participants during the period between 0-400ms post stimulus onset (MDJ z-
score = −1.19, p <0.05; BD z-score = −.78, p < 0.05). Consistent with the hypothesis,
attending to the visual modality resulted in greater alpha-band power compared to attending
to the auditory modality. The reader should note that although the Montecarlo simulation
revealed statistically significant effects, the z-score values associated with each participant’s
distribution are below the ±1.96 threshold level.

The statistics also revealed attention effects in the upper beta-band (20 – 30 Hz) in the
period between 0 – 160 ms after stimulus onset for both participants (MDJ z-score = 2.34, p
< 0.05; BD z-score = 0.67, p < 0.05). Attention to the auditory modality results in greater
upper beta-band power than attention to the visual modality. In addition, attention effects
were found in the lower gamma-band (45 – 60 Hz) in the period between 0 – 100 ms (MDJ
z-score = −.67, p < 0.05; BD z-score = −.52, p < 0.05). In this case, however, and contrary
to previous human studies (see e.g. Senkowski et al., 2005; Karns & Knight 2009), attention
to the visual modality resulted in greater activity than attention to the auditory modality (see
Figure 5a). We investigated this further by examining gamma band activity in neighboring
electrodes (E15 in MDJ and E11 in BD) and found that these displayed typical results,
although in a larger time window (see Figure 5b). That is, attention to audition elicited
greater gamma-band power compared to attention to vision (time period 0 – 200 ms, MDJ z-
score = 2.87, p < 0.05; BD z-score = 1.98, p < 0.05). No effects were observed at higher
frequencies.

Cross-frequency coupling
Non-uniform phase distributions were observed for the 0.67 and 1.33-Hz frequency
components. We set out to investigate the relationship between the phase of these frequency
components and oscillatory power of higher frequency bands (> 8-Hz). The data did not
show a 1:1 systematic relationship between the phase of the 0.67-Hz component and the
power of higher frequencies. Instead, we observed a 2:1 relationship between the 0.67 Hz
phase and alpha power, whereby two phase values in the 0.67 Hz yielded a local maximum
in alpha-power in both attention conditions (see Figure 6a). In the case of the 1.33-Hz
component, a 1:1 systematic relationship was instead found between its phase and alpha-
power. Figure 6b shows alpha band (8-14 Hz) amplitude sorted as a function of delta (1.33
Hz) phase for both participants. It is clear in each attention condition that alpha amplitude
systematically varied as a function of delta phase, but most importantly, this function was
approximately reversed across attention conditions. That is, the lowest alpha amplitude
approximately coincided with the delta phase value −π/2 when attention was directed to the
visual modality, whereas alpha was strongest close to this phase point in the attend-auditory
condition, and vice versa for the delta-phase point π/2. To quantify the strength of this cross-
frequency coupling pattern, we fitted a sine-wave function, for each attention condition and
each subject, where frequency was treated as a fixed parameter (Freq = 1.33Hz), while the
phase and amplitude were treated as free parameters. The goodness of fit revealed a strong
relationship between the sine-wave and the cross-frequency data in both attention conditions
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and in both subjects (MDJ: attend-auditory R = 0.78, R2 = 0.61, p < 0.05; attend-visual R =
0.86, R2 = 0.73, p < 0.05. BD: attend-auditory R = 0.75, R2 = 0.57, p < 0.05; attend-visual R
= 0.72, R2 = 0.51, p < 0.05). Importantly, the data revealed that the best-fitted curves for
participant MDJ in the attend-auditory and visual conditions were achieved by the phase-
angles 177° and 45°, respectively. Similarly, for participant BD, the best fitted curves for the
attend-auditory and attend-visual conditions were achieved by the phase-angles 181° and
58°, respectively. Taken together, the curve-fitting data confirm our previous findings that
the delta-phase/alpha-power relationship is arranged in an organized manner (in a sine
function), and that attention can modulate this arrangement by changing the ‘phase’ of this
sine-wave function accordingly.

We performed an additional analysis to show that this phase-amplitude interaction effect is
not due to an artifactual interplay between the evoked response and the timing of our
protocol. To this end, we systematically shuffled the alpha-time course on each trial using
four different values (0, 33, 67 and 100%) for each condition in each participant. This
analysis is illustrated in Figure 6c. The analysis revealed that by systematically shuffling the
alpha-time course, the cross-frequency coupling effect disappeared accordingly. We also
computed standard errors (plotted in gray over the 0% shuffled trials) to show that there is a
clear separation between the non-shuffled trials and the shuffled conditions.

In order to illustrate the cyclical modulations of the alpha-power in more detail, we have
plotted the alpha-power timecourse aligned to a 1.33 Hz sawtooth wave (see Figure 4b) that
has been superimposed for phase reference (same for all conditions, and aligned with respect
to the onset of the auditory stimulus). Peaks in alpha amplitude can be seen to occur at
different instantaneous time points within the stimulus frame in the attend-auditory and
attend-visual conditions in both subjects. Specifically, whereas in the attend-auditory
condition a second peak in alpha amplitude was observed half-way between stimuli, in the
attend-visual condition the peak in alpha amplitude occurred a couple of hundred
milliseconds later. This effect is best represented in the period between −1500 and 0 ms. To
quantify this, we computed the times where peaks in alpha-band power occurred within a
−2000 to +2000ms time window relative to auditory stimulation. In participant MDJ the
peaks in the attend-auditory condition occurred at −1440, −660, 50, 620, and 1550ms. In the
attend-visual condition the peaks in participant MDJ occurred at −1442, −500, 28, 720, and
1525ms. In participant BD, the peaks in the attend-auditory condition occurred at −1325,
−690, 170, 755, and 1625ms. In the attend-visual condition the peaks in participant BD
occurred at −1385, −475, 145, 955, and 1585ms.

In summary, the data revealed a consistent relationship between 1.33Hz delta-phase and
alpha amplitude and that this relationship was modulated by attention. The lowest and
highest values of alpha-band power were found at different phase points of a 1.33Hz delta
oscillation, and this distribution was significantly shifted across attention conditions. Thus,
delta (1.33 Hz) phase was shifted with respect to the stimuli, and alpha amplitude maxima
and minima were in turn shifted with respect to delta phase. To complete this picture, an
examination of alpha amplitude timecourse with respect to the stimuli revealed a second
peak in alpha amplitude occurring between consecutive stimuli, which was also shifted in
time across attention conditions. No other cross-frequency phase-amplitude coupling effects
were observed between the remaining frequency bands.

DISCUSSION
Here we tested the generality of the hypothesized role of oscillatory neural mechanisms in
sensory selection by examining whether and in what form entrainment is invoked by
predominantly multisensory, slow rhythmical inputs during an intersensory attention task.
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Sounds were presented at a fixed rate well below the delta band (0.67Hz), with visual
stimuli presented either simultaneously with or within 140ms of these auditory inputs.
Subdural recordings were made over human auditory cortex while participants selectively
directed attention to either the auditory or the visual stimuli. An intriguing pattern of
oscillatory activity was found. First, the FFT-spectrum contained clear peaks at the 1st and
subsequent harmonics of the stimulation rate, with the 2nd harmonic (1.33Hz) showing
greater amplitude than the 1st, 3rd and 4th harmonics. Second, time-frequency analysis
revealed cyclical variations in alpha amplitude (8-14Hz), whereby two peaks were
interposed between consecutive stimuli in the sequence. Third, phase-amplitude cross-
frequency coupling was found between the phase of the 1.33Hz delta oscillation and power
in the alpha-band, with this coupling showing robust phase-shifts between attention
conditions. Finally, alpha power was significantly greater in auditory cortex at the arrival of
the auditory stimulus during blocks where attention was apportioned to vision. Taken
together, these results suggest that alpha oscillatory activity plays a role in sensory selection
in auditory cortex, and that such a role may be mediated by entrainment of its amplitude to
frequencies harmonically related to the stimulation rate within the delta band.

Oscillatory entrainment & hierarchical organization of oscillatory cycles
The expression of entrainment mechanisms in these data and their modulation by attention
are quite distinct from previous work, although the elementary principles (i.e., attention-
dependent phase alignment and phase-amplitude coupling) are now well known (Lakatos et
al., 2005; Canolty et al., 2006; Lakatos et al., 2009; Whittingstall and Logothetis 2009;
Besle et al., 2011). First, whereas previous work demonstrated entrained frequencies exactly
matched to stimulation rates, the present data demonstrate that for slower, sub-delta
stimulation rates, entrainment operates by interposing multiple oscillatory cycles between
consecutive stimuli. Second, whereas most previous studies have reported low-frequency
phase-dependent power fluctuations in the gamma-band (>30 Hz), cross-frequency power
modulation here was found only in the alpha-band.

The data revealed amplitude peaks in the FFT spectrum at the 1st and subsequent harmonic
components of the stimulation rate, with highest power at the 2nd harmonic. Only the 1st and
2nd harmonic components were found to exhibit a phase-alignment structure relative to
stimulus onsets, and the phase-distributions for these components were significantly
different between attention conditions. Specifically, for the 1.33Hz component, this phase
shift was 20-30 degrees away from an exact half-cycle (180°). The results further revealed a
systematic relationship between the phase of the 1.33Hz component and alpha-band
(8-14Hz) power. This phase-amplitude cross-frequency coupling was phase-shifted between
attention conditions. That is, when attention was deployed to the auditory inputs, peak
alpha-band amplitude occurred at the approximate instantaneous phase point ‘-π/2’ of the
delta cycle. In contrast, when attention was deployed to the visual inputs that same
instantaneous-phase coincided with the lowest point of alpha band amplitude.

It is significant that the frequency of this delta oscillation falls at twice the stimulation rate, a
finding in line with the notion that oscillatory entrainment may be a phenomenon that is
specific to frequencies enclosed in the delta range (Schroeder et al., 2009a). Moreover, the
finding implies that even if oscillatory entrainment mechanisms are confined to the delta
band, they can still exploit the temporal structure in a task to facilitate sensory selection by
employing oscillatory harmonics of the stimulation rate. Further, that alpha-power
modulates with delta phase, and that this cross-frequency coupling was influenced by
attention, suggests that this delta-band phase effect is not generated within ‘local’ sensory
cortex but most likely originates from higher-order attentional control regions. This
suggestion is further supported by a recent study by Besle et al (2011), where cortical
entrainment to periodic stimuli, and corresponding attentional modulations, was observed
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across a wide gamut of areas that included auditory, visual, parietal and frontal cortices.
Indeed, the consistent finding across studies of a slow oscillatory rhythm controlling the
reactivity state of higher oscillations seems to be a general mechanism when rhythmical
inputs are being processed. Here, the data suggest that the phase of delta is controlling the
reactivity state of alpha, which in turn influences stimulus processing by suppressing or
enhancing the local sensory inputs depending on their attentional relevance. It should be
noted, however, that our finding of alpha amplitude modulation by delta phase and
amplitude difference at the time of stimulus onset does not preclude the possibility that
alpha phase also has a significant modulatory influence on stimulus processing. In fact,
recent studies have provided evidence that the firing rates of thalamo-cortical neurons are
modulated by the phase of alpha-oscillations in the cat thalamus (Hughes & Crunelli 2007;
Lörincz et al., 2009). In humans, alpha phase has also been shown to predict perceptual
performance (Busch et al., 2009; Mathewson et al., 2009). It remains to be determined
whether alpha phase can be harnessed by top-down mechanisms of selection, as has been
shown for lower frequency (e.g. delta and theta) bands.

An intriguing aspect of our results is that the phase difference across attention conditions in
both participants was not fully reversed by 180°, as it was in the study of Lakatos and
colleagues (2008). This may indicate that oscillations need not be fully phase-reversed to
cause significant changes in the excitability state of local neural ensembles. It may be that in
our task design, where the timing is predictable but the multisensory composition of the
sensory inputs is not, a full phase reversal is not physiologically feasible. In contrast, in
tasks such as that of Lakatos et al., (2008), where auditory and visual stimuli were
alternately presented in a regular inter-digitated sequence, never occurring together, full
phase reversal is naturally promoted through trial-by-trial switching of intermodal
anticipatory ‘set.’ We note that this is speculative, and more studies are needed to confirm
this hypothesis.

An important question that arises from results such as ours is how these low-frequency
oscillatory mechanisms relate to the many everyday situations where sensory stimulation is
punctate, unpredictable or simply doesn’t have any intrinsic rhythmic structure. In this case,
stimuli may be as likely to fall at a low-excitability phase as a high-excitability one, so that
oscillatory modulation of excitability would provide no advantage. Nonetheless, recent
evidence suggests that even singular punctate events can cause brief periods of entrainment,
likely mediated through transient resetting of the phase of ongoing oscillations. In
Fiebelkorn et al. (in press), we found that presentation of simple but salient tone pips
resulted in an obvious periodicity in subsequent visual-target detection, an effect we
ascribed to cross-sensory phase-reset mechanisms. Under this scenario, each new event,
although not part of a rhythmic sequence, would drive a measure of subsequent phase
alignment, with each additional event expected to newly reset the phase of ongoing
oscillations rather than augmenting an already entrained system. Theoretical accounts have
also suggested that sensory cortices can be placed in a so-called ‘continuous’ or ‘vigilant’
mode of processing when the timing of a stimulus in unpredictable, whereby oscillatory
activity in the higher-frequency bands dominate (see Schroeder and Lakatos 2009a;
Schroeder & Lakatos 2009b). This may not always be favorable however, as implementing a
‘vigilant’ mode of prolonged high excitation over extended periods of attentional focusing is
likely to be metabolically expensive (Schroeder and Lakatos 2009b). In fact, the findings by
Besle et al (2011) might allude to this idea, as they showed that the size of attentional
modulations were significantly greater in a task where the temporal incidence of the stimuli
was explicitly known compared to when the presentation of stimuli were randomly jittered
in time around a specific mean.
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Alpha-band oscillations in human auditory cortex
Non-invasive EEG studies have repeatedly implicated alpha-band oscillations in the
processing of attended and unattended sensory inputs. During attentional deployments to
visual-space, relative decreases in alpha power over the hemisphere contralateral to the locus
of attention are regarded as reflecting enhanced excitability in retinotopic areas (Worden et
al., 2000; Sauseng et al., 2005; Thut et al., 2006; Rihs et al., 2007), while increases in alpha
power over the ipsilateral hemisphere are thought to reflect active suppression of the cortical
areas coding for unattended inputs (Worden et al., 2000; Kelly et al., 2006). Similar findings
have been observed in the deployment of spatial attention to the somatosensory (see
Haegens et al., 2011) and auditory modalities (see Banerjee et al., in press). In audio-visual
intersensory attention studies, deploying attention to the auditory modality typically results
in alpha-power increases over parieto-occipital cortices compared to attention to vision. It is
thought that this alpha-power increase reflects the active engagement of attentional control
regions in the suppression of unattended visual inputs (see Foxe et al., 1998; Fu et al., 2001).
The findings in this study are in agreement with the hypothesis that alpha-oscillations reflect
active mechanisms of sensory suppression in early sensory cortex. During processing of an
irrelevant auditory stimulus, alpha-power clearly increased compared to when the same
auditory stimulus was task-relevant. As such, these data point to the existence of alpha-band
oscillatory rhythms in auditory cortex, and further support the notion that alpha-band
oscillatory activity represents a common mechanism of sensory suppression that is utilized
by multiple sensory systems at both the cortical and subcortical levels (see Foxe and Snyder,
in press).

A recent report, however, has suggested that more may be afoot, pointing to potentially
different functional roles for alpha oscillations dependent on where along the visual
processing hierarchy one examines. Mo and colleagues (2011) queried the role of alpha in
the macaque infero-temporal cortex (IT) during an audio-visual intersensory attention task
(data from Mehta et al., 2000; Lakatos et al., 2008). Pre-stimulus alpha-power in the
superficial layers of IT was shown to be significantly greater when attention was
apportioned to vision and away from audition, an enhancement that was followed by
increases in visual evoked multi-unit activity (MUA). These observations are clearly not
consistent with the prevalent ‘alpha-suppression’ model in that they suggest that alpha-
oscillations might also operate by enhancing processing of relevant stimuli as opposed to
suppressing or idling the cortical areas that code for inputs in the unattended modality or
location. To accommodate for this discrepancy, the authors suggested that the role of alpha
might vary across ‘lower’ and ‘higher’ order functional regions of the sensory processing
stream. Indeed, in an earlier analysis of these data, Bollimunta et al (2008) provided explicit
evidence that this might be case. LFP and MUA activity were compared across the hierarchy
of visual regions (i.e. V2, V4 and IT). The authors revealed an interesting pattern of activity
whereby, the primary generators of alpha in visual areas V2 and V4 were located within the
infragranular layers, while the primary generators of alpha oscillations in IT were found
within the supragranular layers. In agreement with the ‘alpha-suppression’ model, the data
revealed the expected inverse relationship between alpha-power and attention in the lower-
tier areas (i.e. V2 and V4), whereby greater alpha power led to faster reaction times to
auditory stimuli, presumably by reducing the distracting influence of visual input. However,
an opposite relationship was found in IT, where faster auditory RT was associated with
decreased alpha power. One possible explanation for these inter-areal differences may lie in
the nature of the visual stimulation used in this study. These consisted of 10 μs stroboscopic
light flashes projected onto a diffuser screen that subtended approximately 12 degrees of
visual space. Monkeys were required to respond to targets that were either slight luminance
or slight chromatic changes when vision was attended. It could be argued that large uniform
elemental stimuli of this nature are not particularly suited for processing in IT and that the
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necessary attentional suppression was mainly achieved at the earlier stages of the visual
hierarchy. Clearly, this remains a speculation and much remains to be understood about the
specific role (or roles) of alpha in attention. Nonetheless, a large body of accumulating
evidence makes it clear that oscillations in this band play a crucial role in perception and
behavior at multiple sensorimotor levels and across multiple sensory modalities.

Oscillatory mechanisms in upper beta and lower gamma frequency bands
Attention to auditory inputs also resulted in increased upper beta-band (20–30Hz) power
relative to attention to visual inputs. This effect occurred during the early stages of stimulus
processing, before 125ms. Previous studies have linked increases in beta-band power with
faster reaction-times to audio-visual inputs (e.g., Senkowski et al., 2006), with visual object
recognition processes under difficult viewing conditions (Sehatpour et al., 2008), and with
improvements in memory performance and memory load (Caplan and Glaholt, 2007;
Leiberg et al., 2006), consistent with a role for beta in a broad spectrum of effortful
perceptual processes. We also found that attention to the visual modality enhanced activity
in lower gamma (45–60Hz) during early auditory stimulus processing. This finding has to be
considered somewhat paradoxical since most attention studies have reported enhanced
gamma-band activity in sensory regions matching those of the attended sensory modality
(Senkowski et al., 2005; Karns & Knight 2009; Lakatos et al., 2008), whereas here, it is
unattended auditory stimuli that induce greatest gamma activity. Consistent with these
previous findings, however, in neighboring electrodes over auditory association areas, it was
observed that attention to audition did yield greater gamma power than attention to vision.
These differences across electrode locations clearly merit further investigation since our
finding suggests a more nuanced role in attentional processing for gamma-band activity than
previously described.

In conclusion, the current work provides clear evidence in human observers for the role of
oscillatory entrainment mechanisms during selective attention tasks, when stimuli from
competing streams are presented with a regular rhythm. Results suggest that these
entrainment mechanisms are constrained by the intrinsic pass-band of the delta rhythm, but
that they can still be deployed when the stimulation rate does not fall within this band,
simply by entraining more than a single delta cycle (i.e. delta harmonics). Clear evidence for
cross-frequency phase-amplitude coupling was also observed, although here this was found
between delta-phase and alpha-band power. Alpha-band power increases were evident in
auditory cortex when auditory inputs were to-be-ignored, pointing to a role for alpha in
suppressing auditory processing, a role already ascribed to alpha in visual processing.
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Figure 1. Example trial sequence
(A) A trial was composed of an auditory-alone (10%), a visual-alone (10%), or a bimodal
(80%) stimulus. The inter-trial-interval (ITI) was set to 1500 ms, measured between
consecutive auditory stimulus onsets. The SOA between the auditory and visual stimuli
randomly varied between 0, 13, 25, 67, and 140ms. Subjects were required to respond with a
button push to targets within the attended modality. (B) Example auditory (top) and visual
(bottom) stimuli at various difficulty levels. Auditory targets were identifiable by a slight
amplitude reduction in the center of the tone. Visual targets were gabor patches of different
orientation. Difficulty was adaptively varied according to the subjects’ online performance.
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Figure 2. Neurophysiology and electrode reconstruction
Individually reconstructed MRIs from each participant and event-related field potential
(ERFP) activity of electrodes placed approximately over primary auditory cortex. MRI and
ERFP activity indicate that electrodes E14 & E15 in participant MDJ and electrodes E10 &
E11 in participant BD are placed over the superior temporal gyrus (STG), and most likely
capture activity from A1. Waveforms illustrate ERFP activity to standard bisensory stimuli,
collapsed across attention conditions, in electrode pairs that capture dipolar moments during
early sensory processing. The gray bars indicate the time interval chosen for testing
significant evoked-sensory activity. Below each participant’s reconstructed MRI is a list of
the Talairach coordinates and corresponding Brodmann area of each electrode of interest.
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Figure 3. Spectral analysis using FFT
(A) FFT spectrum (on a single-trial basis) during attend-auditory and attend visual
conditions at Electrode E14 (MDJ) and Electrode E10 (BD). The lower graphs show spectral
peaks evident at 0.67 Hz, as well as, at its 2nd and 3rd harmonics in both attention conditions
and both subjects. (B) A Six-second FFT spectrum (on the averaged waveform) centered on
the onset of the auditory stimulus during attend-auditory and attend visual conditions at
Electrode E14 (MDJ) and Electrode E10 (BD). The graphs show the greatest peak in the
spectrum range 0 – 4 Hz at 0.67Hz (i.e. the first harmonic). In addition, the spectrum shows
a significant drop in power in the second harmonic (i.e. 1.33 Hz) in both participants. (C)
Histograms illustrating the phase distribution of the 0.67 and 1.33 Hz frequency components
at 0ms for each attention condition in the same electrodes. In both participants, significantly
non-uniform phase distributions were measured for both attention conditions at the 1st and
2nd harmonics, and the circular means differed significantly between attention conditions.
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Figure 4. Attention Effects in the Time-Frequency Domain
(A) Wavelet transform amplitude from 1.33-70 Hz is shown in electrodes E14 (MDJ) & E10
(BD) for the attend-auditory (upper), attend-visual condition (middle) and the difference
(bottom) (dominant 0.67 Hz component not shown for visual display purposes). (B) Average
alpha-power timecourse plotted over two consecutive trials with superimposed 1.33 Hz
sawtooth wave for timing reference. Times −1500, 0 and 1500 refer to the onset of an
auditory stimulus. Alpha-amplitude peaks occurring at different instantaneous phase points
during the inter-stimulus-interval between attention conditions. The average time for when
these peaks occurred was ~740 ms across both participants and conditions. This effect is
most clearly seen in the period preceding the onset of the auditory stimulus. Note that there
are some differences in the alpha-trajectory between the intermediate periods before and
after the onset of the middle auditory stimulus. We believe that these small discrepancies
should disappear with a larger number of trials.
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Figure 5. Attention Effects in Higher-Frequency Bands (> 20 Hz)
A) Upper panels show beta band (20 – 30 Hz) activity during attend-auditory and attend
visual conditions at Electrode E14 in MDJ and Electrode E10 in BD. The lower panels show
gamma-band (45-60Hz) activity in those same electrodes. The plots show greater beta band
power during attention to audition compared to vision. Conversely, the data revealed greater
gamma-band activity in the attend-visual vs. attend-auditory conditions. (B) Gamma-band
activity in neighboring electrodes to E14 and E10 localized to the surface area of BA 41.
The data revealed typical patterns of gamma-band activity, whereby greater power is
observed in sensory regions matching those of the attended sensory modality. These plots
show greater power when subjects’ bias attention to audition compared to vision.
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Figure 6. Cross-frequency Phase/Amplitude coupling
(A) Cross-Frequency coupling between alpha (8-14 Hz) amplitude plotted as a function of
0.67 Hz phase. (B) Cross-Frequency coupling between alpha (8-14 Hz) amplitude plotted as
a function of delta (1.33 Hz) phase. (C) Temporal shuffling of alpha-band power as a
function of 1.33 Hz phase. The figure shows that the phase-amplitude cross-frequency
coupling systematically gets reduced with temporal shuffling of the alpha power. The gray
lines, which are plotted over the 0% shuffled trials, indicate the standard error for each bin.
All the data come from electrode E14 in participant MDJ and E10 in participant BD.
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