
Dopamine Modulation of Ih Improves Temporal Fidelity of Spike
Propagation in an Unmyelinated Axon

Aleksander W. Ballo1, Farzan Nadim2,3, and Dirk Bucher1,4

1The Whitney Laboratory for Marine Bioscience, University of Florida, St. Augustine, Florida
32080
2Department of Mathematical Sciences, New Jersey Institute of Technology, Rutgers University,
Newark, New Jersey 07102
3Department of Biological Sciences, Rutgers University, Newark, New Jersey 07102
4Department of Neuroscience, University of Florida, Gainesville, FL 3261

Abstract
We studied how conduction delays of action potentials in an unmyelinated axon depended on the
history of activity, and how this dependence was changed by the neuromodulator dopamine (DA).
The pyloric dilator axons of the stomatogastric nervous system in the lobster, Homarus
americanus, exhibited substantial activity-dependent hyperpolarization and changes in spike shape
during repetitive activation. The conduction delays varied by several milliseconds per centimeter,
and during activation with realistic burst patterns or Poisson-like patterns, changes in delay
occurred over multiple time scales. The mean delay increased while the resting membrane
potential hyperpolarized with a time constant of several minutes. Concomitantly with the mean
delay, the variability of delay also increased. The variability of delay was not a linear or
monotonic function of instantaneous spike frequency or spike shape parameters, and the
relationship between these parameters changed with the increase in mean delay. Hyperpolarization
was counteracted by a hyperpolarization-activated inward current (Ih), and the magnitude of Ih
critically determined the temporal fidelity of spike propagation. Pharmacological block of Ih
increased the change in delay and the variability of delay, and increasing Ih by application of DA
diminished both. Consequently, the temporal fidelity of pattern propagation was largely improved
in DA. Standard measurements of changes in excitability or delay with paired stimuli or tonic
stimulation failed to capture the dynamics of spike conduction. These results indicate that spike
conduction can be extremely sensitive to the history of axonal activity and to the presence of
neuromodulators, with potentially important consequences for temporal coding.
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Introduction
The dynamics of neural communication are typically assessed using electrophysiological
recordings from proximal neuronal compartments, and the subsequent propagation of spikes
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along axons is assumed to be relatively faithful. However, numerous studies have reported
activity-dependent changes in conduction velocity (Debanne, 2004; Bucher and Goaillard,
2011; Debanne et al., 2011). As a result, a temporal neural code can be altered between
spike initiation and transmitter release onto postsynaptic neurons. The presence of voltage-
gated ion channels with different gating properties can lead to a highly nonlinear
relationship between spiking history and propagation speed. While the original description
of axonal excitability was based on only two voltage-gated conductances (Hodgkin and
Huxley, 1952), most axons have a diverse selection of voltage-gated ion channels along their
entire path (Krishnan et al., 2009; Bucher and Goaillard, 2011). During repetitive activity,
these channels affect excitability and conduction velocity at different time scales.

One prominent slow effect of repetitive activity in many axons is slow after-
hyperpolarization (sAHP), either caused by cumulative effects of slow potassium
currents(Miller et al., 1995; Burke et al., 2001), or by the activation of the sodium/potassium
ATPase (Na+/K+-pump) (Van Essen, 1973; Barrett and Barrett, 1982; Gordon et al., 1990;
Robert and Jirounek, 1998; Baker, 2000). The sAHP is often balanced by a
hyperpolarization-activated inward current (Ih) (Grafe et al., 1997; Robert and Jirounek,
1998; Soleng et al., 2003; Baginskas et al., 2009). The relative contribution of these currents
determines the degree to which an axon hyperpolarizes during repetitive activity (Kiernan et
al., 2004). The sAHP is often implicated in a general slowing of conduction (Bostock and
Grafe, 1985; Grafe et al., 1997; Moalem-Taylor et al., 2007). However, changes in
membrane potential have ambiguous effects, because they alter the activation and
inactivation states of fast currents. For example, a hyperpolarized membrane potential is
further away from the activation threshold of sodium channels and should therefore slow
spike propagation. On the other hand, it accelerates recovery from inactivation and limits
spike slowing during high-frequency activity. Therefore, depending on the history of
activity, the temporal structure of spike patterns can be affected in complex ways during
propagation (Weidner et al., 2002; Bucher and Goaillard, 2011).

We recently described the properties and membrane dynamics of a crustacean motor axon.
During rhythmic activity, this axon exhibits prominent changes in spike shape, and
substantial variability of conduction delay over the course of a burst (Ballo and Bucher,
2009). Both a prominent sAHP and inward rectification through Ih are present (Ballo and
Bucher, 2009; Ballo et al., 2010). Low concentrations of dopamine (DA) depolarize the
axon through a cAMP-mediated increase in Ih (Bucher et al., 2003; Ballo et al., 2010). We
now show that Ih is a critical determinant of temporal fidelity in this axon. In control saline,
conduction delay increased slowly with activity, was highly variable and not well correlated
with instantaneous spike frequency or spike shape parameters. These effects were
accentuated with blockers of Ih. In contrast, DA dramatically reduced variability in
conduction delay and therefore increased temporal fidelity.

Material and Methods
Experimental preparation

Experiments were conducted on the stomatogastric nervous system (STNS) of adult lobsters
(~500 g), Homarus americanus, of either sex. Animals were purchased from Yankee Lobster
and kept in flow-through filtered sea water tanks at 10-13°C. Prior to dissection, animals
were anesthetized in ice for at least 15 minutes. The STNS was then dissected from the
stomach and transferred into a transparent Sylgard-lined (Dow Corning) dish in
physiological saline. The saline composition was as follows (in mM): 479.12 NaCl, 12.74
KCl, 13.67 CaCl2, 10 MgSO4, 3.91 Na2SO4, and 10 HEPES, pH 7.4-7.5.
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All experiments were performed on the peripheral motor axons of the pyloric dilator (PD)
neurons. The stomatogastric ganglion (STG) contains two PD neurons and their axons
project bilaterally towards two sets of dilator muscles in the intact stomach, a ventral and a
dorsal one. Figure 1 shows schematics of the isolated STNS, depicting one of the two PD
neurons. As described before (Ballo and Bucher, 2009), for our experiments the anterior
commissural ganglia (CoGs), the unpaired esophageal ganglion (OG) and the STG, and the
nerves connecting them, were kept intact along with some of the peripheral motor nerves.
The PD axons project through the single dorsal ventricular nerve (dvn) that leaves the STG,
then branch into the two bilaterally symmetric lateral ventricular nerves (lvn), and branch
again into dorsal and ventral lateral ventricular nerves (dlvn and vlvn). The dlvn projects
towards the dorsal dilator muscles in the intact animal and was not used for recordings in
most of our experiments. Instead, we concentrated on the ventral branch that runs without
further branching through the vlvn into the pyloric dilator nerve (pdn). In animals of the size
used in this study, the path length of the PD axons from the STG to the proximal pdn is
around 5 cm. However, in the intact animal, the pdn continues to run along the length of the
several centimeters long ventral dilator muscles (Maynard and Dando, 1974). The
conduction delay values reported here for the distance between the dvn and pdn (4-5 cm)
therefore are likely similar to the total delay between STG and proximal neuromuscular
synapses, but significantly smaller than delay to distal synapses.

Electrophysiological recording and stimulation
During recordings, preparations were continuously superfused with cooled saline (12°C).
Extracellular recordings of PD axon activity were obtained by building petroleum jelly wells
(diameter ≈ 1 mm) around motor nerves and placing one lead of a pair of stainless steel wire
electrodes into a well, and the other lead into the bath. Signals were differentially amplified
and filtered using an A-M Systems AC amplifier (model 1700).

Intracellular recordings from the PD axon were obtained from the dvn, ~0.5 to 2 cm distal to
the STG. At this distance, the PD axons are electrotonically separated from the STG by
several length constants, so the recorded voltage trajectories do not reflect centrally
generated subthreshold events (Ballo and Bucher, 2009). To facilitate access to the axons,
the dvn was mechanically desheathed using pins cut from small diameter tungsten wire
(California Fine Wire). Sharp glass microelectrodes were filled with 3 M KCl and had
resistances between 20 and 30 MΩ. Penetration of the axon membrane was achieved by
tapping the micromanipulator (Leica, Germany) lightly with the back end of dissection
forceps. Recordings showing initial resting membrane potentials more depolarized than −55
mV were discarded. The PD axons were identified by their characteristic waveform during
bursts and the correspondence of their spike patterns with the extracellular pdn recording.
Identification was done during ongoing pyloric activity generated in the STG (Fig. 1A).
After identification, centrally generated activity was blocked by applying 1 μM tetrodotoxin
(TTX, Sigma) in saline to a petroleum jelly well built around the STG (Fig. 1B). PD axon
activity was then evoked by antidromic stimulation from the pdn. Nerve stimulation was
performed using the same stainless steel wire electrodes as for recording, connected to an
isolated pulse stimulator (model 2100, A-M Systems). Pulse durations were usually around
200 μs, but sometimes had to be longer to achieve successful repeated stimulation.
However, care was taken that they never exceeded 500 μs, to ensure sub-millisecond
accuracy in measuring conduction delay.

Data were acquired using a micro 1401 digitizing board and Spike2 versions 6 and 7
software (Cambridge Electronic Design). Stimulations with different temporal patterns were
achieved using either the time settings of the stimulator or the sequencer interface of the
digital/analog converter of the micro 1401 board.
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Data analysis
Primary data analysis to extract spike timing and voltage trajectory parameters was
performed using custom programs written in the Spike2 script language. Figure 1B shows an
example stimulation and recording trace indicating which parameters were measured. Spike
2 analysis scripts extracted the delay between the pdn stimulation and the peak of the spike
response in the dvn. In addition, three spike shape parameters were automatically measured
for each spike in the intracellular dvn recording. These included the voltage at the peak of
the spike (peak in mV), the voltage minimum between two spikes or right before the onset
of the spike (trough in mV), and the duration at 1/6 of the difference between peak and
trough (duration in ms). Secondary analyses and statistical tests, as well as all graphs, were
generated using SigmaPlot (version 11, Systat software), StatView (version 5, SAS
Institute), and Grapher (version 4, Golden Software). Final figure layout and labeling was
done in Canvas (version 11, ACD Systems). Statistical tests used were regression analysis,
paired t-tests, and analyses of variance (ANOVA) for repeated measurements, with
subsequent Fisher’s PLSD post hoc tests where appropriate. Significance was assumed at p
< 0.05.

Drug applications
To manipulate the contribution of Ih to axonal excitability, CsCl (Acros Organics) in saline,
and DA (3-hydroxytyramine hydrochloride, Sigma) in saline were bath applied to the
entirety of peripheral motor nerves. Unless explicitly stated otherwise, the sequence of
applications was control saline, 5 mM CsCl, 1 nM DA, 1 μM DA, and saline wash. 5 mM
CsCl effectively blocks Ih in the PD axons (Ballo et al., 2010), and washes rapidly, which is
why we preferred it over more specific blockers. However, to confirm the specificity of
observed effects on temporal fidelity, in some experiments we also used 100 μM ZD7288
(Tocris Bioscience) which also blocks Ih in the PD axons (Ballo et al., 2010). Each drug was
washed in for at least 10 minutes before we started nerve stimulations. CsCl was washed out
for 30 minutes before application of DA. According to our previous experience, wash-out of
DA effects can take several hours. We were not able to maintain stable intracellular
recordings over such long periods of time in many experiments. Therefore, we only obtained
data from 30 min to 1 h partial saline wash after DA in a subset of experiments.

Axon staining and microscopy
To reveal the morphology of PD axon branch points, we used iontophoretic dye injection
through the intracellular glass microelectrode. Electrode tips were backfilled with Alexa
Fluor® 568 hydrazide, sodium salt (10 mM in 200 mM KCl; Molecular Probes/Invitrogen).
Dye was passed by applying −10 to −20 nA direct current. Axons were filled for 10–30
minutes, until they appeared dark red under normal illumination. The electrode was then
removed, and the dye was allowed to diffuse for 15-30h. The nerves were fixed in 4%
paraformaldehyde (Electron Microscopy Sciences) for 20-30 minutes, rinsed several times
in 0.1 M phosphate buffer (pH 7.3–7.4), and mounted in 60% glycerol in buffer. Specimens
were imaged using a Leica confocal microscope (Leica TCS SP5 II), equipped with a 40x
oil immersion objective (numerical aperture: 1.25). Projection views were generated and
measurements taken in Amira (ResolveRT version 4, Mercury Computer Systems).

Results
During ongoing bursting activity in normal saline, the PD axons display a large variability of
conduction delay over the course of a single burst (Ballo and Bucher, 2009). Repetitive
activity also leads to several changes in voltage trajectory (Ballo and Bucher, 2009). Spike
peak voltage decreases with increasing spike frequency, presumably because of inactivation
of fast voltage-gated sodium channels. Spike duration increases over repetitive activation,
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presumably because of inactivation of voltage-gated (A-type) potassium channels. Due to
the relatively slow spike repolarization, repetitive activity at higher frequencies also leads to
summation, i.e. the membrane potential from which each spike is fired changes over the
course of a burst. The reduction in spike amplitude and the summation can be seen in the
example trace shown in Fig. 1B. At a slower time scale, repetitive activation leads to a
hyperpolarization of the “resting” membrane potential. The ionic basis of this sAHP is not
known, but it is likely to be balanced by inward rectification through Ih (Ballo and Bucher,
2009). The contribution of Ih may play an important role for the control of conduction delay
for two reasons. First, the magnitude of hyperpolarization does not just determine overall
conduction velocity, but should affect the activation state of other voltage-gated channels, as
well as the inactivation state of transient currents like fast sodium and A-type potassium.
Therefore, the dynamics of spike shape and conduction velocity during repetitive activity
and bursting should be affected. Second, Ih is the target of DA modulation. Around the
resting membrane potential, DA increases Ih (Ballo et al., 2010), i.e. the balance between
sAHP and inward rectification should also depend on modulatory state. In order to
investigate the contribution of Ih to the temporal fidelity of axonal spike conduction, we
used several stimulation protocols in control saline, Ih blockers, and DA.

Recovery cycle measurements
First, we tested the contribution of Ih with standard measurements of the “recovery cycle”.
In three experiments, we stimulated the pdn either with pairs of pulses, a conditioning pulse
and a subsequent test pulse at varying intervals, or with a 10 s / 10 Hz train of conditioning
pulses and a subsequent test pulse at varying intervals. Such measurements have historically
been utilized to describe activity-dependent changes in axon excitability and conduction
delay (Adrian, 1921; Bullock, 1951; Raymond, 1979), and are still widely used as a
diagnostic tool for peripheral neuropathies (Bostock et al., 1998; Krishnan et al., 2009).
Because DA even at 1 nM concentration reliably elicits peripheral spike initiation at around
5 Hz in the PD axon (Bucher et al., 2003), quiescent test intervals of up to several seconds
could not be achieved in DA. We therefore performed these experiments only in control
saline and CsCl. Figure 2A shows an overlay of PD axon recordings from paired pulse
stimulations, aligned at the spike elicited by the conditioning pulse (gray). Only intervals up
to 250 ms are shown. Figure 2B shows the corresponding traces from a train conditioning.
Only the last three spikes elicited by conditioning pulses are shown. In both cases, note that
at small intervals spike amplitude was reduced and spikes were fired before repolarization of
the last conditioning spike was complete. Figure 2C shows the mean change in delay (Davg)
across experiments (n=3) between the spike responses to the conditioning pulses and the
response to the test pulses as a function of interval. We report these values as percentage of
the delay of the conditioning spike because absolute values were fairly different across
experiments. The delay of the conditioning spike was obtained either from the sole one in
the paired pulse protocol, or the first one in the train pulse protocol. The oscillatory changes
in delay are collectively termed “the recovery cycle”, and the proposed underlying ionic
mechanisms referred to in the following have been reviewed in detail in Krishnan et al.
(2009), and Bucher and Goaillard (2011). Responses to paired pulse stimulations were very
similar in control saline and CsCl. At intervals smaller than 10 ms, Davg was increased for
the response to the test pulse. This is usually referred to as the relative refractory period, and
most likely due to incomplete recovery from sodium channel inactivation and incomplete
deactivation of potassium channels. The relative refractory period is followed by a period of
decreased Davg, usually referred to as the supernormal period, between intervals of 10 and
200 ms. In other systems, this effect has been attributed to after-depolarization caused by
extracellular potassium accumulation, passive capacitive charging, or persistent sodium
currents. At intervals > 200 ms, Davg was not changed compared to conditioning pulses.
When axons are stimulated with a conditioning train, they often show a subnormal period of
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increased delay (decreased excitability) following the supernormal period, usually attributed
to slow after-hyperpolarization due to slow potassium currents and/or the Na+/K+-pump. In
the case of the PD axons, Davg was increased at all intervals, but the oscillatory nature of
Davg changes was maintained, i.e. there was a minimum at the same intervals as the
supernormal period during paired pulse stimulations. Surprisingly, this overall shift to larger
Davg values was more pronounced in control saline than in CsCl. We tested if the changes in
Davg during the recovery cycle were well correlated with changes in voltage parameters.
Figure 2D-F shows the changes in trough voltage, peak voltage, and duration as a function
of stimulation interval. The relative refractory period, i.e. the small interval range at which
Davg was larger than in conditioning pulses, coincided with increased troughs (spikes that
are fired before the repolarization of the preceding spike is complete), and with diminished
peak voltages. In both cases, there were no substantial differences between paired pulse and
train stimulation protocols. Spike duration was maximally increased during the supernormal
period, and this increase was much larger during train stimulations. Overall, there was no
obvious relationship between voltage-parameters and changes in Davg over all phases of the
recovery cycle. In addition, these results demonstrate that recovery cycle measurements are
not sufficient to capture slower dynamics of excitability changes. Delay clearly depended on
more than just the last preceding interval, but conditioning trains and test pulses do not
allow inferences about how whole patterns of spikes may be altered during propagation.

Tonic stimulation
Because of the limitations of recovery cycle measurements, we probed the history-
dependence of conduction delay in the PD axons with different stimulation modes. We did
so under different pharmacological conditions that manipulated the amount of Ih, in order to
test the contribution of that current to temporal fidelity. First, we stimulated tonically with
different frequencies. We used 10 s stimulus trains at 10, 20, and 40 Hz, frequencies that are
sufficient to overcome peripheral spike initiation in DA and can be maintained by the axon
for tens of seconds (Ballo and Bucher, 2009). We repeated these protocols in control saline,
5 mM CsCl, 1 nM DA, and 1 μM DA. 1 nM DA is at the low end of concentrations that
reliably elicit axonal responses (Bucher et al., 2003; Ballo and Bucher, 2009). 1 μM DA
reliably elicits very strong responses (Bucher et al., 2003; Ballo and Bucher, 2009; Ballo et
al., 2010), but is still one or two orders of magnitude lower than the concentrations used to
characterize DA effects in the STG (Harris-Warrick et al., 1998). Figure 3A shows an
example of PD axon responses to 10 s of tonic stimulation with 40 Hz in control saline and 1
μM DA. In both conditions, there was a clear hyperpolarization of the resting membrane
potential and a marked reduction in spike peak voltage over the course of the stimulation.
Note that in DA the resting membrane potential was depolarized and the axon was spiking
tonically at a low frequency before the stimulation. However, higher frequency propagating
spikes inhibit peripheral spike initiation (Bucher et al., 2003), and antidromic stimulation at
the frequencies used here in all cases was sufficient to eliminate peripheral spikes. Figure 3B
shows the change in Davg over the course of the stimulations with three different frequencies
in control saline, CsCl, 1 nM DA, and 1 μM DA (n=5). We report these values as
percentage of the first spike delay because absolute values were fairly different across
experiments due to anatomical variability and the locations of the recording electrodes. At
all frequencies in control saline and CsCl, Davg initially was decreased for the first 5 - 20
spikes before increasing steadily over the course of the rest of the stimulation. The initial
decrease in delay was very brief in 1 nM DA and absent in 1 μM DA. Differences in initial
Davg between different treatments were on the order of maximally 2 ms and not statistically
significant (ANOVA, p = 0.13). Within each treatment, Davg increased more with higher
stimulation frequencies. Across treatments, the change in Davg appeared largest in 1 μM
DA. Two-Way ANOVA revealed that there was a significant effect of stimulation frequency
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(p < 0.0001). However, there was no significant effect of pharmacological treatment (p =
0.1830).

Figure 3C shows plots of delay as a function of spike shape parameters for an example
experiment (stimulation at 40 Hz in controls saline). Except for the first spike (larger dot),
there was a linear relationship between delay and the membrane potential from which each
spike was fired (line, R2 and p values in the left panel). Delay increased with
hyperpolarization. Delay did not change monotonically with peak voltage, as peak voltage
initially increased before decreasing concomitantly with increasing delay. Delay increased
monotonically but not linearly with spike duration. However, the non-linearity of the
relationship between peak voltage and delay, and spike duration and delay, was due entirely
to the first second of stimulation. For seconds 2-10, both relationships were very linear
(hatched boxes, regression lines and values in Figure 3C). Even without excluding data from
the beginning of the stimulation, delay was relatively well correlated with spike shape
parameters across all five experiments. We used linear regression analysis for all
stimulations at 40 Hz. Each trial in each experiment showed significant slope values (p <
0.0001 in all cases), and R2 values between 0.60 and 0.99. Mean slope and R2 values were
not dependent on pharmacological treatment (repeated measures ANOVA, p > 0.05 in all
cases). We therefore report slope and R2 values as means across treatments. Delay was well
correlated with trough potential (slope: −5.04 ± 0.82 SEM; R2: 0.84 ± 0.04 SEM), peak
voltage (slope: −1.48 ± 0.08 SEM; R2: 0.91 ± 0.02 SEM), and spike duration (slope: 7.32 ±
0.50 SEM; R2: 0.83 ± 0.02 SEM).

Overall, the data obtained from tonic stimulations show that propagation delay changes
depended on stimulation frequency. However, manipulating Ih did not lead to dramatic
effects over the time range of 10 s. In addition, changes in spike shape parameters correlated
relatively well with changes in propagation delay. Figure 3B clearly shows that 10 s
stimulations are not sufficient to capture the slow dynamics of changes, as Davg was still
rapidly changing at the end of stimulation. Furthermore, tonic stimulations do not allow
gauging the effect of varying instantaneous frequencies. We therefore conducted
experiments with much longer stimulations and varying instantaneous frequencies.

Stimulation with realistic burst patterns
To stimulate the axon with a pattern as realistic as possible, we designed a protocol that
mimicked ongoing pyloric activity. Both the burst timing and the spike interval structure of
PD have been described in detail in H. americanus (Bucher et al., 2005; Bucher et al., 2006;
Ballo and Bucher, 2009). The 5 min protocol consisted of 300 trains at 1 Hz train frequency.
Each train was 360 ms long and consisted of 19 pulses (indexed 1-19). The trains were
designed to mimic the parabolic frequency structure of PD bursts (Szucs et al., 2003; Ballo
and Bucher, 2009), with instantaneous frequencies increasing from 32 Hz at the beginning to
63 Hz at the middle of the train, and then decreasing to 32 Hz again towards the end. Figure
4 shows data from a representative experiment. The left panel in Figure 4A shows
intracellular PD axon recordings of responses to the first and last stimulus train under all
pharmacological conditions. Dashed lines, indicating the resting membrane potential in
control saline before stimulation, show a hyperpolarization of the resting potential due to the
axonal stimulation. Hyperpolarization from first to last burst was increased in CsCl and
decreased in DA compared to control saline. At this time scale, changes in the spike patterns
within the burst are not obvious, with the exception of the substantial decrease of the first
spike interval in the last burst in CsCl (asterisk). The middle panel of Figure 4A shows the
same data as stacked multiple sweeps triggered from the pdn stimulation. In these plots, the
variability of conduction delays becomes apparent. At the 300th burst, this variability was
largely increased in control saline and CsCl. Particularly apparent was the much larger delay
of the first spike in the burst, which took more than 10% longer to reach the intracellular
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recording site in control saline, and about 40% longer in CsCl (asterisk). This increased
delay of the first spike was absent in both DA concentrations. The right panel of Figure 4A
shows the delays as a function of time over the burst for all 300 bursts in each treatment.
The variability in delays built up gradually from the first to the 300th burst, as mean delay
was increasing. In DA, both the total increase in delay and the variability of delays within
each burst were largely reduced.

Figure 4B shows the delays over the entire 300 s of stimulation, sorted by spike index
(1-19). In control saline and CsCl, the gradual increase in delay was maximal for the first
spikes in the bursts, and minimal for the spikes at the highest instantaneous frequency in the
middle of the burst. In both DA concentrations, the increase in delay was largely reduced
and absolute delay was maximal for the middle spikes and minimal for the first spikes.

Figure 4C shows the relationships between delay and instantaneous spike frequency, as well
as between delay and voltage trajectories, for the stimulation in CsCl. Delay and variability
of delay were maximal at lowest instantaneous frequencies, which represent the interval
between the first spike and the last spike of the preceding burst. Delay was a fairly linear
function of both trough potential and peak voltage for the first spikes, but this relationship
was not consistent between different spike indices. Spike duration, however, was not well
correlated with delay.

Figure 5 shows the mean values for burst stimulation results (n=9). Values were calculated
as means for each burst, and means for each burst index (1-300) across experiments.
Maintaining stable recordings during a long wash after DA application was only possible in
5 experiments. Data from stimulations after wash are shown in Figure 5 to indicate that in all
cases values were restored to similar ranges compared to control, but were excluded from
statistical analysis.

Consistent with previous findings (Ballo and Bucher, 2009; Ballo et al., 2010), the different
pharmacological treatments had a significant effect on the resting membrane potential before
stimulation (ANOVA, p < 0.0001). Initial resting membrane potential was not significantly
different between control and CsCl (Fisher’s PLSD, p = 0.086), but depolarized by an
average of 4.0 mV (± 1.4 SEM) in 1 nM DA compared to control (Fisher’s PLSD, p =
0.0033), and by 6.5 mV (± 1.6 SEM) in 1 μM DA (Fisher’s PLSD, p < 0.0001). Figure 5A
shows the mean hyperpolarization (Δ trough) during the 5 min stimulation. The degree to
which the membrane hyperpolarized was significantly different between treatments
(ANOVA, p < 0.0001). In control, the PD axon was hyperpolarized by 5.5 mV (± 1.0 SEM)
at the end of the stimulation. In CsCl, hyperpolarization was significantly larger by 2.5 mV
(Fisher’s PLSD, p = 0.0312), smaller by 1.5 mV in 1nM DA (Fisher’s PLSD, p = 0.047),
and smaller by 3.5 mV in 1 μM DA (Fisher’s PLSD, p = 0.0037). After wash,
hyperpolarization returned to a value similar to control (5.9 mV). The initial mean delay
(Davg) was significantly dependent on pharmacological treatment (ANOVA, p = 0.049). It
was not different between control and CsCl (Fisher’s PLSD, p = 0.3295), but significantly
reduced by 1.9 ms (5.5 %) in 1 nM DA compared to control (Fisher’s PLSD, p = 0.0238),
and by 2.0 ms (5.9 %) in 1 μM DA compared to control (Fisher’s PLSD, p = 0.0160). Figure
5B shows the increase in Davg over the course of the stimulation under all pharmacological
conditions. The degree to which Davg increased from the first to the last burst was
significantly dependent on pharmacological treatment (ANOVA, p < 0.0001). In control,
Davg increased by 4.2 ms (± 0.2 SEM). In CsCl, Davg increased by 5.5 ms (± 0.3 SEM),
which was significantly more than in control (Fisher’s PLSD, p = 0.0033). In 1nM DA, Davg
increased by 2.9 ms (± 0.4 SEM), which was significantly less than in control (Fisher’s
PLSD, p = 0.0026). In 1 μM DA, Davg increased by only 1.8 ms (± 0.3 SEM), which was
significantly less than in control (Fisher’s PLSD, p < 0.0001), and also significantly less
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than in 1nM DA (Fisher’s PLSD, p = 0.0177). After wash, the increase in Davg was larger
again (3.1 ms ± 0.5 SEM), but not quite at the level of control.

In addition to Davg, we also analyzed the variability of delays within bursts. To provide an
ostensive measure of how large this variability was, we first calculated the percentage
difference in delay between the slowest and fastest spike in the first and last bursts. This
difference was modest in the first burst under all pharmacological conditions (6.4 % ± 0.4
SEM in control, 7.4 % ± 1.0 SEM in CsCl, 7.5 % ± 0.6 SEM in 1 nM DA, 13.0 % ± 1.1
SEM in 1 μM DA). However, by the 300th burst, the difference was substantially larger in
control (19.1 % ± 1.0 SEM) and more than five-fold larger in CsCl (41.6 % ± 3.0 SEM),
owing to the pronounced slowing of the first spike in the burst shown in Figure 4. In
contrast, the difference remained small in the 300th burst in 1 nM DA (10.0 % ± 2.2 SEM),
and 1 μM DA (8.6 % ± 1.3 SEM). For statistical comparison, we measured the actual
variance in delay among all spikes in a burst by calculating the coefficient of variation of
delay (CV-D) for each burst. Figure 5C shows the mean values of CV-D for all treatments
over the 300 bursts. The CV-D of the first burst was dependent on pharmacological
treatment (ANOVA, p <0.0001), but only significantly different from control in 1 μM DA
(Fisher’s PLSD, p < 0.0001). For all treatments but 1 μM DA, there was an initial drop in
CV-D during the first 2-3 bursts followed by a steady increase. By the 300th burst, CV-D
was increased in control and CsCl, but decreased in 1 nM DA and in 1 μM DA. CV-D was
significantly dependent on pharmacological treatment (ANOVA, p < 0.0001). It was larger
in CsCl compared to control (Fisher’s PLSD, p < 0.0001), and smaller in both 1 nM DA
(Fisher’s PLSD, p = 0.0010) and 1 μM DA (Fisher’s PLSD, p = 0.0186). Therefore, the
temporal fidelity of axonal spike propagation was decreased in the absence of Ih and
increased in the presence of DA. Figure 5D illustrates the transformation of the interval
structure of a realistic PD burst during propagation for all pharmacological treatments. The
mean spike times in the pdn (error bars not shown) are plotted for the 300th burst. Because
of the slower propagation following the interval between two bursts, spike intervals were
shortened at the beginning of the burst in control saline and CsCl. This effect largely
disappeared in both concentrations of DA.

Because of potential lack of selectivity of CsCl, we stimulated the pdn in three additional
experiments with the same pattern in the presence of the Ih blocker ZD7288. We observed
similar changes as in CsCl, including the large increase in the delay of the first spikes (data
not shown). The membrane potential hyperpolarized by 13.9 mV (± 1.3 SEM) in ZD7288,
compared to only 5.2 mV (± 1.2 SEM) in control saline. The mean increase in delay in
ZD7288 was 8.5 ms (± 1.4 SEM) compared to only 4.7 ms (± 1.0 SEM) in control saline.
CV-D increased from 0.0223 (± 0.0035 SEM) to 0.0940 (± 0.0086 SEM) in ZD7288, and
from 0.0212 (± 0.0008 SEM) to only 0.0318 (± 0.0035 SEM) in control saline. Because of
the similarity of these effects to our data obtained in CsCl, we conclude that the effects of
CsCl are due to a relative specific block of Ih.

Orthodromic stimulation and axon branch points
One possible concern about the data presented so far is that we used antidromic stimulation.
Morphological inhomogeneities, i.e. changes in axon diameter, can affect spike conduction,
particularly at branch points (Rall, 1959; Goldstein and Rall, 1974; Manor et al., 1991;
Bucher and Goaillard, 2011). In conjunction with activity-dependent excitability changes,
morphological inhomogeneities can significantly alter conduction reliability and delay, and
render them dependent on spike history (Debanne et al., 1997; Debanne, 2004; Debanne et
al., 2011). Because the sequence of geometric changes encountered by a propagating spike
usually is different between orthodromic and antidromic propagation, conduction delay may
be affected differentially. However, single electrotonically isolated branch points produce
only minor changes in conduction, unless the geometric ratio between parent and daughter
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branches is very large (Manor et al., 1991). The “3/2 power rule” (Rall, 1959) describes the
geometric ratio (GR) in the following way: GR=(d1 3/2+ d2 3/2)/ dp 3/2, with d1 and d2 the
diameters of the daughter branches, and dp the diameter of the parent branch. If GR=1 (for
example if the diameter of both daughter branches is 63% of that of the parent branch), then
propagation is unaffected. If GR>1 or GR<1, then propagation speed is decreased or
increased, respectively. The PD axons have two electrotonically isolated branch points, one
from the dvn to both lvn branches, and one from the lvn to the dlvn and vlvn. We stained the
PD axon in three preparations from the dvn into both lvn branches (Fig. 6A). The diameter
of the PD axon in the dvn usually is around 10 μm (Bucher et al., 2007). In all three
preparations, the diameters of the axons in the lvn branches were 70-80% of the diameter in
the dvn. Therefore, the geometric ratio is about 1.1-1.4 for orthodromic propagation, and
about 2.4-2.7 for antidromic propagation. Such changes should only have very minor effects
on conduction velocity. However, because gradual changes in diameter as well as
inhomogeneous excitability could also affect orthodromic and antidromic conduction
differentially, we wanted to test if the activity-dependent changes in delay are similar
between both modes of propagation, and if they occur gradually over the length of the axon
or at distinct locations. To this end, we performed two sets of experiments. In 4 preparations,
we injected 1 Hz sinusoidal current into a PD soma and recorded spikes extracellularly from
several sites along the peripheral motor nerves. We did not manage to achieve consistent
spiking activity at similar rates and patterns as used for antidromic stimulation with this
stimulation regime. However, activity-dependent changes in conduction delay over the
course of bursts at “steady state” were similar to those seen during antidromic stimulation,
and developed gradually over the propagation distance (data not shown). In a second set of
experiments (n=5), we directly drove the axon in the dvn with brief depolarizing current
pulses through the intracellular electrode in the same pattern as during antidromic burst
stimulation. Reliable spike initiation required longer stimulation pulses (2-5 ms) than during
extracellular pdn stimulation. Figure 6B shows the stimulation and recording arrangement
with extracellular recording wells placed behind dvn-lvn and lvn-vlvn branch points
(asterisks), and at the pdn. Figure 6C shows intra-(PDdvn) and extracellular (lvn, vlvn, pdn)
recording traces of the 300th burst in control saline from a representative experiment. Note
that the intracellular recording is not balanced for current injection but clearly shows spike
peaks in the PDdvn trace. Figure 6D shows plots of the delay from the PDdvn recording for
each spike in the same burst at the different recording sites. Data is from the same
experiment as Figure 6C. The pattern was very similar to the one shown for antidromic
stimulations (Fig. 4A). Furthermore, the differential increase in delay for different spikes in
the burst accumulated over the distance, including the region between vlvn and pdn
recording sites, which does not include a branch point. All five experiments showed similar
results. We therefore conclude that all results from antidromic stimulations are a good
approximation of the activity-dependent dynamics of orthodromic conduction delay.

Poisson-like stimulation
Finally, we wanted to test if the slow dynamics of changes in conduction delay observed
during burst stimulation was specific for that pattern. To this end, we used “unpatterned”,
Poisson-like stimulation trains with different mean frequencies: 5 Hz, 10 Hz, and 19 Hz.
Trains lasted 5 minutes, and instantaneous stimulation frequencies did not exceed 80 Hz. 19
Hz was selected as the highest mean frequency to match the mean frequency used in the
burst stimulation experiments.

Overall, activity- and treatment-dependent changes in delay were very similar compared to
stimulations with burst patterns. Figure 7 shows that hyperpolarization, delay, and variance
of delay increased over the 5 min stimulation. These increases were larger at higher mean
stimulation frequencies, most pronounced when Ih was blocked, and minimal in the presence

Ballo et al. Page 10

J Neurosci. Author manuscript; available in PMC 2012 October 11.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



of DA. Figure 7A shows a short section of an intracellular recording during stimulation with
a mean frequency of 19 Hz. Note the slow repolarization time, and the differences in trough
and peak potentials. Figure 7B shows a plot of trough potentials over the 5 min stimulation
time in CsCl, from the same example shown in Figure 7A. The axon showed an initial rapid
hyperpolarization (black arrow), and then further hyperpolarization with a time constant of
several minutes (white arrow). Variability increased substantially with hyperpolarization.
Figure 7 C shows the changes in delay from the same data. Again, there was an initial rapid
change (black arrow) and then a slow increase in delay accompanied by a substantial
increase in variability (white arrow).

Figure 7D-F shows mean data from all experiments (n=5). Data points from each
experiment were obtained by calculating mean values from 20 s bins. In 1 μM DA, 5 Hz
stimulation was not sufficient to overcome the substantial peripheral spike initiation (Bucher
et al., 2003). We therefore could not obtain these data. We tested the effects of stimulation
frequency and pharmacological treatment first by omitting all data from treatment with 1
μM DA, and then by omitting all data from 5 Hz stimulations. Figure 7D shows the change
in trough voltages for all treatments and mean stimulation frequencies. When all data from
treatment with 1 μM DA was excluded, the magnitude of hyperpolarization at the end of the
stimulation was both dependent on stimulation frequency (p = 0.0453) and treatment (p =
0.0170). The magnitude of hyperpolarization was significantly larger at 19 Hz than at 5 Hz
(Fisher’s PLSD, p = 0.0150), but not different between 5 Hz and 10 Hz (Fisher’s PLSD, p =
0.1320), and 10 Hz and 19 Hz (Fisher’s PLSD, p = 0.2460). It was also larger in CsCl
compared to control (Fisher’s PLSD, p = 0.0056), but not different between control and 1
nM DA (Fisher’s PLSD, p = 0.3562). When all data from stimulation at 5 Hz was excluded,
the magnitude of hyperpolarization was only dependent on pharmacological treatment (p <
0.0001), but not on stimulation frequency (p = 0.3009). The magnitude of hyperpolarization
was larger in CsCl compared to control (Fisher’s PLSD, p = 0.0198), smaller in 1 μM DA
than in control (Fisher’s PLSD, p = 0.0047), but not different between control and 1 nM DA
(Fisher’s PLSD, p = 0.3422).

Figure 7E shows the change in mean delay (Davg) for all treatments and mean stimulation
frequencies. When all data from treatment with 1 μM DA was excluded, Davg at the end of
the stimulation was both dependent on stimulation frequency (p = 0.0103) and treatment (p
< 0.0001). Davg was significantly larger at 10 Hz than at 5 Hz (Fisher’s PLSD, p = 0.0289)
and significantly larger at 19 Hz than at 5 Hz (Fisher’s PLSD, p = 0.0035), but not different
between 19 Hz and 10 Hz (Fisher’s PLSD, p = 0.2751). Davg was also larger in CsCl
compared to control (Fisher’s PLSD, p < 0.0001), but not different between control and 1
nM DA (Fisher’s PLSD, p = 0.1378). When all data from stimulation at 5 Hz was excluded,
Davg was only dependent on pharmacological treatment (p < 0.0001), but not on stimulation
frequency (p = 0.2832). Davg was larger in CsCl compared to control (Fisher’s PLSD, p =
0.0014), smaller in 1 μM DA than in control (Fisher’s PLSD, p < 0.0001), but not different
between control and 1 nM DA (Fisher’s PLSD, p = 0.0544).

We also analyzed the increase in the coefficient of variation of the delay (CV-D) over the
course of the stimulations. Figure 7F shows the change of CV-D for all treatments and mean
stimulation frequencies. When all data from treatment with 1 μM DA was excluded, CV-D
at the end of the stimulation was both dependent on stimulation frequency (p = 0.0002) and
treatment (p < 0.0001). CV-D was significantly larger at 10 Hz than at 5 Hz (Fisher’s PLSD,
p = 0.0289) and significantly larger at 19 Hz than at 10 Hz (Fisher’s PLSD, p = 0.0211).
CV-D was also larger in CsCl compared to control (Fisher’s PLSD, p < 0.0001), but not
different between control and 1 nM DA (Fisher’s PLSD, p = 0.2731). When all data from
stimulation at 5 Hz was excluded, CV-D was only dependent on pharmacological treatment
(p < 0.0001), but not on stimulation frequency (p = 0.0789). CV-D was larger in CsCl
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compared to control (Fisher’s PLSD, p < 0.0001), smaller in 1 μM DA than in control
(Fisher’s PLSD, p < 0.0001), but not different between control and 1 nM DA (Fisher’s
PLSD, p = 0.2874).

Finally, we analyzed the possible dependence of conduction delay of individual spikes on
instantaneous stimulation frequency (i.e. the reciprocal of the time between a spike and the
one preceding it) and the three spike shape parameters. Figure 7G shows data from a
representative experiment, stimulated with 19 Hz mean frequency in CsCl. Data from
stimulations in control saline and DA showed similar relationships, albeit with smaller
changes in delay. As in the case of burst stimulations (Fig. 4C), delay was maximal at the
lowest instantaneous frequencies. However, this relationship was not monotonic, as delay
also was increased at highest instantaneous frequencies. The relationships between delay
and voltage parameters also appeared to be similar to those during burst stimulations.
Neither of the voltage parameters was a good predictor of delay. All the observed
relationships were nonlinear and non-monotonic, and clearly changed over the course of the
5 min stimulation protocol.

Discussion
We show here that an axon displays slow dynamics affecting the temporal fidelity of spike
propagation. Propagation delay changes in an activity-dependent manner. These changes are
dependent on the conductance level of hyperpolarization-activated channels, which are
targeted by DA modulation. The magnitude and variance of delay changes is substantial in
control saline and particularly in the absence of Ih. Mean delay changes by several
milliseconds over a distance of a few centimeters, and delays during a short time interval
such as a single burst can vary by more than 40%. In consequence, spike patterns change
substantially from the initiation site to distal presynaptic sites. The changes build up slowly
over several minutes. Therefore, experimental assays using paired pulses at different
intervals, or short repetitive stimulations, cannot possibly capture these dynamics.

Potential ionic mechanisms of propagation dynamics
Activity-dependent changes in axonal excitability and conduction velocity are often probed
with measurements of the recovery cycle, and explained on the basis of specific ionic
mechanisms. These mechanisms are often manifest in specific voltage trajectories, e.g. a
reduction in spike amplitude and depolarizing or hyperpolarizing after-potentials (Krishnan
et al., 2009; Bucher and Goaillard, 2011). This approach fails for our measurements and the
failure is due not just to the slow time constants involved. The changes in propagation delay
were not well correlated with changes in voltage trajectories either. The presence of multiple
voltage-gated currents with diverse time constants and voltage-dependencies can make it
non-intuitive and complex to map specific conductances to membrane behavior (Taylor et
al., 2009). In addition, membrane behavior can be very dependent on the history of activity,
at time scales exceeding the largest time constant present in the underlying ionic
mechanisms (Tal et al., 2001; Gilboa et al., 2005; Drew and Abbott, 2006; Gal et al., 2010).
In an axon with constant diameter, capacitance and cytosolic resistance, conduction velocity
largely depends on the membrane resistance and, accordingly, on its inverse, the total
membrane conductance (Matsumoto and Tasaki, 1977). The overlapping activation of
opposing inward and outward currents means that membrane potential is a poor predictor of
total conductance. In an axon with a complex set of currents with different gating properties,
a high degree of nonlinearity in membrane behavior during repetitive activity is therefore to
be expected. Pharmacological and biophysical characterization of the PD axon ionic currents
has revealed A-type potassium currents and Ih in addition to fast sodium and delayed
rectifier potassium currents (Ballo and Bucher, 2009; Ballo et al., 2010). Furthermore, the
prominent sAHP of unknown origin plays an important role in slow changes of resting
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membrane potentials (Ballo and Bucher, 2009). The PD axon displays both fast and slow
activity-dependent dynamics. Examples of fast dynamics are changes in spike amplitude
(most likely due to sodium channel inactivation), and changes in spike duration (most likely
due to potassium channel inactivation). The slow hyperpolarization of the resting membrane
potential during repetitive activity does not just lead to overall slowing of spike propagation,
but also changes the faster dynamics, most likely because activation and inactivation states
of currents such as fast sodium and A-type potassium change even in subthreshold
membrane potential ranges. Such interactions would explain why propagation delay is a
very nonlinear function of spike history and voltage trajectories. In addition, it would
explain why Ih, by counteracting the sAHP, can eliminate most of the variance in delay.
However, we have no intuitive explanation for the specific transformations of interval
structure in the PD axon, e.g. the substantial slowing at larger intervals. The understanding
of these phenomena would require a detailed computational model of the axon that allows
monitoring the fluctuations of each individual conductance and total conductance at any
point in time and space.

Complex complements of voltage-gated ion channels in axons are the rule and not the
exception (Krishnan et al., 2009; Bucher and Goaillard, 2011). Most axons express multiple
potassium channels, including those responsible for transient currents (Connor, 1975;
Connor et al., 1977; Wang et al., 1993; Trimmer and Rhodes, 2004; Shu et al., 2007; Buniel
et al., 2008), and for slow currents (Dubois, 1981; Baker et al., 1987; Eng et al., 1988;
Devaux et al., 2004; Schwarz et al., 2006; Vervaeke et al., 2006; Buniel et al., 2008). In
addition, persistent sodium currents (French et al., 1990; Stys et al., 1993; McIntyre et al.,
2002; Tokuno et al., 2003) and calcium currents (Brown et al., 2001; Jackson et al., 2001;
Le et al., 2006; Zhang et al., 2006) are also found in axons. Of particular relevance here, Ih
is common in the axon trunk and has been proposed to function in balancing after-
hyperpolarization (Grafe et al., 1997; Robert and Jirounek, 1998; Soleng et al., 2003;
Baginskas et al., 2009). It is therefore to be expected that in many axons Ih plays a
prominent role in controlling temporal fidelity.

The potential contribution of propagation dynamics to neural coding
Changes in propagation delay dependent on spike history potentially affect neural coding.
Temporal codes are dependent on spike latencies, interval patterns, or firing phase
(Theunissen and Miller, 1995; Lestienne, 2001; Cessac et al., 2010; Panzeri et al., 2010), all
of which can be altered by changes in axonal propagation. During repetitive activation, even
the temporal relationship of converging inputs onto neurons could change, and significantly
affect coding strategies depending on coincidence of presynaptic firing (Carr and Konishi,
1988; Izhikevich, 2006). It is easy to imagine that the interval structure of presynaptic
spiking affects postsynaptic integration. In the muscles postsynaptic to the PD axons, the
increase in instantaneous frequencies at the beginning of the burst should result in an
increase in summation. These muscles show graded slow contraction responses, and in some
cases their activation predominantly depends on spike numbers, while in others it depends
on spike frequencies (Morris and Hooper, 1997).

Ultimately, how big a role the dynamics of interval structures can play for coding in any
system depends on how much it relies on temporal vs. rate coding schemes. In some systems
activity-dependent changes in propagation delay may just reflect the absence of a need for
temporal precision, while in others dynamics may be utilized for coding. Even though the
functional role of the slow changes in spike propagation in the PD axons is not clear, similar
history-dependence in other systems may represent a form of intrinsic short-term plasticity.
Particularly interesting in this respect is that slow hyperpolarization by the Na+/K+-pump
has been suggested to serve as a cellular short-term memory, particularly during rhythmic
activity (Pulver and Griffith, 2010). While in many systems slow integrative mechanisms
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are considered only in the context of synaptic integration and spike generation, there are
some examples of slow axon dynamics. In hippocampal pyramidal cells, changes in baseline
membrane potential affect the inactivation state of axonal A-currents and subsequently
conduction velocity and the probability of spike failures (Debanne et al., 1997). In some
hippocampal interneurons, repeated activation leads to long-lasting ectopic axonal spike
initiation, which effectively uncouples output activity from somatodendritic signal
integration (Sheffield et al., 2011). In human C-fibers, Weidner et al. (2002) showed that
over a propagation distance of tens of centimeters, bursts of identical interval structure at the
stimulation site can be differentially transformed dependent on burst repeat rates. The
cellular mechanisms underlying this phenomenon are not known, but this type of slow
dynamics is very reminiscent of the one we describe here.

Neuromodulation of axonal propagation
One argument for the potential role of axons in shaping the neural code is that in many
systems axonal excitability can be changed by transmitters or neuromodulators. Both
ionotropic and metabotropic receptors are found in non-synaptic axonal membrane,
including GABAA, GABAB, AMPA, nicotinic acetylcholine, and amine receptors (Kocsis
and Sakatani, 1995; Bucher and Goaillard, 2011). In many cases, only extreme effects like
ectopic spike initiation or spike failures are described. For example, shunting or ectopic
spike initiation by activation of GABAA receptors is a common phenomenon in mammalian
central and peripheral axons (Pinault, 1995; Avoli et al., 1998; Keros and Hablitz, 2005). In
hippocampal pyramidal cells, GABA-mediated ectopic axonal spike initiation has been
suggested to play a role in network oscillations and memory formation
(Papatheodoropoulos, 2008; Bahner et al., 2011). Amine-mediated ectopic axonal spike
initiation has been found in several neurons in the STNS (Meyrand et al., 1992; Goaillard et
al., 2004; Daur et al., 2009). In the PD axons, DA elicits peripheral ectopic spikes, but only
in the absence of centrally generated bursting activity (Bucher et al., 2003). However, as the
pyloric rhythm is continuously active (Marder and Bucher, 2007), DA modulation more
likely controls temporal fidelity. In general, the presence of axonal modulation means that
the degree to which spike patterns are changed depends on the presence of signaling
molecules that are either systemic or released by other neurons. This represents a novel way
by which the neural code can be changed conditional on axonal excitability. To our
knowledge, the work presented here shows for the first time in detail that even in the
absence of spike failures or ectopic spike initiation, temporal fidelity of axonal spike
propagation can be subject to neuromodulation.
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Fig. 1.
Schematic of recording arrangements. A: The STNS during normal ongoing pyloric activity.
Intracellular axon recordings were obtained from the dvn, 0.5-2 cm distal to the STG. PD
axons were identified by their characteristic waveform and correspondence of spike patterns
with a distal extracellular recording from the pdn. Only one of the two bilaterally projecting
PD neurons is shown. B: Antidromic stimulation and quantification of spike waveform
parameters. For patterned stimulation and quantification of delay and waveform parameters,
centrally generated rhythmic activity was blocked by applying 1 μM TTX to a petroleum
jelly well built around the STG. Spikes were then elicited by electrically stimulating the pdn
through the extracellular electrodes. The example trace indicates the measurements taken.
Peaks were detected as voltage maxima in the intracellular recording and the delay from
stimulation to peak was measured. Troughs were detected as voltage minima between spikes
or immediately before a spike. Voltage values of both peaks and troughs, as well as the
spike duration (at 1/6 of the amplitude) were measured.
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Fig. 2.
“Recovery Cycle” measurements. A: Overlaid traces from paired pulse stimulation with
different intervals in control saline. Conditioning pulses are shown in gray. B: Overlaid
traces from conditioning trains and test pulses at different intervals in control saline. Only
the last three conditioning pulses from a 10 s / 10 Hz stimulation are shown in gray. C:
Percentage change in delay (Δ Davg) as a function of interval for paired pulses and
conditioning trains in control saline and 5 mM CsCl (n=3). 100% is the delay value for the
conditioning pulse in the paired pulse protocol and the first pulse in the train protocol. D-F:
Difference in voltage spike shape parameters as a function of stimulus interval.
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Fig. 3.
Conduction delay changes during tonic stimulation. A: Example traces from 10 s / 40 Hz
stimulations in control saline and 1 μM DA. B: Plots of mean change in delay (Δ Davg) over
the 10 s stimulation for three different tonic stimulation frequencies (10, 20, 40 Hz) in
control, CsCl, and the two DA concentrations (n=5). For legibility, only one in eight error
bars are shown. C: Delay as a function of spike shape (example plots from one experiment
in control saline). Gray shading indicates time bins from 1-10 seconds. Values from the first
stimulus are plotted as larger dots and labeled “first”. Lines represent linear fits from
regression analysis, and R2 and p values are given in the figure. For the correlation between
peak voltage and delay, and spike duration and delay, only data from the 2nd to 10th second
were used (dashed box).
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Fig. 4.
Delay changes during realistic burst stimulations. A: Example traces from one experiment.
The left panel shows the 1st and 300th burst of 5 min stimulations with a realistic burst
pattern (19 pulses, parabolic instantaneous frequency structure). Note the differences in
baseline hyperpolarization from 1st to 300th burst across control, CsCl, and the two DA
concentrations. The middle panel shows the same data as staggered multiple sweeps,
triggered at the stimulus time. Note the substantial change in delay over the course of the
300th burst in control and CsCl, particularly for the 1st spike (asterisk in the CsCl traces).
The right panel shows plots of delay over burst time for all 300 bursts in each treatment. B:
Delay over time of the entire 5 min stimulation for the same experiment shown in A. The
1st, 10th, and 19th spike are shown in black, all others in gray. C: Delay as a function of
instantaneous frequency and spike shape parameters in CsCl. Different symbols indicate
different spike indices.
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Fig. 5.
Mean values for burst stimulation results (n=9, n=5 for wash). For legibility, only 1 in 5
error bars are shown in all plots. A: Change of trough voltage over the 5 minute stimulation.
B: Change of Davg over the 5 minute stimulation. C: Change of the coefficient of variation
of delay (CV-D) over the 5 minute stimulation. CV-D was calculated for each burst
separately, including the delays of all spikes. D: The change of the temporal pattern of the
300th burst in each treatment. The original pulse structure at stimulation is shown in gray.
For each spike index, the mean latency to the intracellular recording site is shown. Note the
substantial increase in spike frequency at the beginning of the burst in control and CsCl.
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Fig. 6.
Changes in delay during orthodromic propagation. A: Confocal image of the dvn/lvn branch
point of the PD axon. The axon was stained with Alexa Fluor® 568 hydrazide several
millimeters proximal to the branch point. B: Schematic of the recording arrangement for
intracellular stimulation from the dvn, and extracellular recordings along the motor nerves.
Axon branch points are indicated by asterisks. C: The 300th burst of a 5 min stimulation
protocol identical to those shown in Figures 4 and 5, evoked by brief depolarizing pulses
through the intracellular electrode. The intracellular recording was not balanced for current
injection but clearly shows the peaks of evoked spikes. The delays to the spikes in the
extracellular recordings show the propagation direction from dvn to pdn. D: Propagation
delay between dvn and the three extracellular recording sites for all spikes in the 300th burst.
Measurements were taken from the recording traces shown in C. Note that there is a branch
point between dvn and lvn, and another branch point between lvn and vlvn, but none
between vlvn and pdn.
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Fig. 7.
Randomized (Poisson-like) stimulations. A: Section of an intracellular recording of a PD
axon in the dvn, stimulated with a Poisson-like pattern for 5 min. B: Trough voltage values
for an example experiment for 5 min stimulation time with a mean frequency of 19 Hz in
CsCl. Trough voltage showed an initial rapid hyperpolarization (black arrow), followed by
slower hyperpolarization (white arrow). C: Delay values over stimulation time for the same
experiment. Delay showed an initial rapid increase (black arrow), followed by a slower
increase (white arrow). D & E: Change in mean trough voltage and Davg for three mean
stimulation frequencies (5, 10, and 19 Hz). Data are from 5 experiments, and points from
each experiment were obtained by calculating mean values from 20 s bins. Because of
substantial spontaneous peripheral spike initiation in 1 μM DA, no data was obtained for 5
Hz mean stimulation frequency. F: Coefficient of variation of delay (CV-D) over time. G:
Delay as a function of instantaneous stimulation frequency and spike shape parameters. Data
shown is from the same experiment and treatment as in B and C. Different symbols indicate
different times during the stimulation protocol. Note the absence of any linear or monotonic
relationships.
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