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Abstract
In many sensory systems, latency of spike responses of individual neurons is found to be tuned for
stimulus features. Whether the spike latency tuning is simply relayed along sensory ascending
pathways or generated by local circuits remains unclear. Here, in vivo whole-cell recordings from
rat auditory cortical neurons in layer 4 revealed that the onset latency of their aggregate thalamic
input exhibited nearly flat tuning for sound frequency, whereas their spike latency tuning is much
sharper with a broadly expanded dynamic range. This suggests that the spike latency tuning is not
simply inherited from the thalamus, but can be largely reconstructed by local circuits in the cortex.
Dissecting of thalamocortical circuits and neural modeling further revealed that broadly tuned
intracortical inhibition prolongs the integration time for spike generation preferentially at off-
optimal frequencies, while sharply tuned intracortical excitation shortens it selectively at the
optimal frequency. Such push and pull mechanisms mediated likely by feedforward excitatory and
inhibitory inputs respectively greatly sharpen the spike latency tuning and expand its dynamic
range. The modulation of integration time by thalamocortical-like circuits may represent an
efficient strategy for converting information spatially coded in synaptic strength to temporal
representation.
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Introduction
In many sensory systems, latency of neuronal spike responses is found to be tuned for
sensory features. Stimulus attributes, such as location and direction of touch (Panzeri et al.
2001; Johansson and Birznieks, 2004), location of sound (Furukawa and Middlebrook,
2002; Brugge et al., 2001; Chase and Young 2007), contrast of light (Gollisch and Meister,
2008), and identity of odors (Junek et al., 2010) are thought to be represented by the timing/
latency of the first evoked spike (first spike latency, FSL). Particularly in the central
auditory system, neurons at nearly every stage of the ascending pathway exhibit clear tuning
for sound frequency, with the shortest spike latency evoked by tones of optimal frequency
(Heil, 1997; 2004; Tan et al., 2008; Hackett et al., 2011). Despite some modeling studies
(Liang et al., 2011), how the spike latency tuning is generated remains largely unclear.
Intuitively, once spikes are generated in peripheral organs, their latency information can
simply be carried over along the ascending pathway. However, this scenario can only apply
if projections from one processing stage to the next are highly specific, i.e. neurons
projecting to a local area in the downstream target have identical properties. In reality,
neural circuits usually consist of highly convergent and divergent connections. A cortical
neuron in the input layer of the sensory cortex receives a large number of thalamic inputs
(Bruno and Sakmann, 2006; Liu et al., 2007). On one hand, the large convergence of
relatively weak thalamocortical inputs improves the reliability and signal/noise ratio of
cortical responses (Bruno and Sakmann, 2006; Wang et al., 2010a). On the other hand, it
may result in a degradation of latency tuning inherent in individual thalamocortical axons.
Taking frequency representation as an example, because auditory cortical neurons receive
individual excitatory inputs tuned to different frequencies (Chen et al., 2011; Hackett et al.,
2011), although the spike latency of individual thalamic neurons exhibit a sharp tuning for
frequency, the latency of the subthreshold response of the cortical neuron likely exhibit a
“flat” tuning because the latter is determined exclusively by the shortest latency among
multiple convergent thalamocortical inputs (Fig. 1A). Under such circumstance, a sharp
tuning of spike (output) latency may have to be recreated from a flat tuning of input latency.

We investigated layer 4 pyramidal neurons in rat primary auditory cortex (A1) to understand
the synaptic circuitry mechanisms underlying the spike latency tuning for sound frequency.
We found that the latency tuning of the aggregate thalamic input was fairly weak with a
small dynamic range for frequency representation, while that of spike output was
strengthened and endowed with a much broadened dynamic range. Dissecting of
thalamocortical circuits and neural modeling further suggested that the sharpening of spike
latency tuning was achieved through a specific modulation of the integration time for spike
generation, which is dependent on the amplitude tuning of different synaptic input
components of the thalamocortical circuit. Thus our results suggest an effective strategy for
converting information spatially coded in synaptic strength into temporal representation.

Materials and Methods
Animal preparation and tone stimulation

All experimental procedures used in this study were approved by the Animal Care and Use
Committee at the University of Southern California. Experiments were carried out in a
sound-attenuating booth (Acoustic Systems) as previously described (Zhang et al., 2003;
Tan et al., 2004; Wu et al., 2006). Female Sprague-Dawley rats (about 3 months old and
weighing 250–300g) were anaesthetized with ketamine and xylazine (ketamine: 45mg/kg;
xylazine: 6.4mg/kg; i.p.). The auditory cortex was exposed and the ear canal on the same
side was plugged. Pure tones (0.5–64 kHz at 0.1 octave intervals, 25-ms duration, 3ms
ramp) at eight sound intensities (from 0–70 dB SPL, 10 dB interval) were delivered through
a calibrated free-field speaker facing the contralateral ear. To map the A1, multi-unit spikes

Zhou et al. Page 2

J Neurosci. Author manuscript; available in PMC 2013 January 18.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



were recorded with parylene-coated tungsten microelectrodes (2 MΩ, FHC) at 500–600μm
below the pia. A1 was identified as previously described (Zhang et al., 2003; Tan et al.,
2004; Wu et al., 2006). During mapping procedure, the cortical surface was slowly perfused
with pre-warmed artificial cerebrospinal fluid (ACSF; in mM: NaCl 124, NaH2PO4 1.2,
KCl 2.5, NaHCO3 25, Glucose 20, CaCl2 2, MgCl2 1) to prevent it from drying.

In vivo whole-cell and cell-attached loose-patch recordings
After mapping of the A1, whole-cell recordings were obtained from neurons located at 500–
650μm below the pia, corresponding to layer 4 of the auditory cortex. Agar (4%) was
applied to minimize cortical pulsation. The micropipettes were made from borosilicate glass
capillaries (Kimax), with an impedance of 4–7 MΩ. For voltage-clamp recordings, the
pipette solution contained (in mM): 125 Cs-gluconate, 5 TEA-Cl, 4 MgATP, 0.3 GTP, 10
phosphocreatine, 10 HEPES, 1 EGTA, 2 CsCl, 1.5 QX-314, pH 7.2. Recordings were made
with an Axopatch 200B amplifier (Molecular Devices). The whole-cell and pipette
capacitance (30–50 pF) were completely compensated and the initial series resistance (20–
50MΩ) was compensated for 50–60% to achieve an effective series resistance of 10–25 MΩ.
Signals were filtered at 5 kHz and sampled at 10 kHz. To obtain tone-evoked excitatory and
inhibitory synaptic responses, neurons were clamped at −70mV and 0mV respectively. A 10
mV junction potential was corrected. For current-clamp recordings, the internal solution
contained (in mM): 125 K-gluconate, 4 MgATP, 0.3 GTP, 10 phosphocreatine, 10 HEPES,
1 EGTA, pH 7.2. As previously reported and discussed (Wu et al., 2008; Zhou et al., 2010),
the whole-cell recordings under our recording conditions (with relatively large tip size)
target exclusively pyramidal neurons. For cell-attached loose-patch recordings, the same
intra-pipette solution as that in current-clamp recordings was used. Recordings were
performed in a similar way as whole-cell recordings, except that a loose seal (0.1–0.5 giga
Ohm) was made from neurons, allowing spikes only from the patched cell to be recorded.
Recording was under voltage-clamp mode and holding voltage was adjusted to obtain a zero
baseline current. Signals were filtered at 10 kHz. Spikes were detected by custom-developed
LabView software.

Cortical silencing
The cortex was pharmacologically silenced following the method established in our previous
studies (Liu et al., 2007; Zhou et al., 2010). A cocktail of SCH50911 (6 mM; a specific
antagonist of GABAB receptors) and muscimol (4mM; an agonist of GABAA receptor) was
used to effectively silence a relatively large cortical region. The cocktail (dissolved in ACSF
containing Fast Green) were injected through a glass micropipette with a tip opening of 2–
3μm in diameter. The pipette was inserted to a depth of 600 μm below the cortical surface.
Solutions were injected under a pressure of 3 – 4 psi for 5 min. This method effectively
silenced neuronal spiking across layers within a range of about 500μm (Liu et al., 2007;
Zhou et al., 2010).

Data analysis
Latency tuning curve—The onset of recorded synaptic responses was determined as the
time point at which the amplitude exceeded 3 standard deviations of the baseline. The onset
timings were confirmed by visually examining the response traces. Latency was calculated
as the interval between the stimulus onset and the response onset. Only synaptic responses
with onset latencies within 7–30 ms were considered as evoked. The onset of recorded spike
responses was determined as the timing of the first action potential peak (negative peak in
loose-patch recording and positive peak in current-clamp recording) occurring within a 10–
72.5 ms time window after the stimulus onset. Failures were ignored when averaging spike
latencies. The spike receptive field was determined as the frequency-intensity space
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containing evoked spike responses, identified according to two criteria: 1) the average spike
rate exceeded 2 standard deviations of the baseline firing; 2) the separation from the
neighboring tone within the receptive field was not more than two pixels (Wu et al., 2008).
Spike responses outside the determined receptive field are ignored in measuring spike
latencies. For the derived spike responses, the onset was set at the time point when the
membrane potential reached the spike threshold. Dynamic range was calculated as the
difference between the shortest and longest latencies of any given latency tuning curve. To
smooth the tuning curves, a fitting method “Bayesian Adaptive Regression Splines” (BARS)
was used (DiMatteo et al., 2001).

Derive spike responses—We first derived tone-evoked excitatory and inhibitory
synaptic conductances according to (Borg-Graham et al., 1998; Zhang et al., 2003; Wehr
and Zador 2003; Tan et al., 2004):

I is the amplitude of synaptic current at any time point. Gr and Er are the resting conductance
and resting membrane potential which were derived from the baseline current of each
recording. Ge and Gi are the excitatory and inhibitory synaptic conductance respectively. V
is the holding voltage, and Ee (0 mV) and Ei (−80 mV) are the reversal potentials. In this
study, a corrected clamping voltage was used, instead of the holding voltage applied (Vh).
V(t) is corrected by V(t) = Vh − Rs*I(t), where Rs was the effective series resistance. By
holding the recorded cell at two different voltages, Ge and Gi were calculated from the
equation. Ge and Gi reflect the strength of pure excitatory and inhibitory synaptic inputs,
respectively.

Membrane potential and spike responses were then derived from the determined excitatory
and inhibitory conductances based on a single-compartment integrate-and-fire model (Wehr
and Zador, 2003; Wu et al., 2008; Zhou et al., 2010):

where Vm(t) is the membrane potential at time t, C the whole-cell capacitance, Gr the resting
leakage conductance, Er the resting membrane potential (−65 mV). C was measured during
experiments and Gr was calculated based on the equation Gr = C*Gm/Cm, where Gm, the
specific membrane conductance is 2e−5 S/cm2, and Cm, the specific membrane capacitance
is 1e−6 F/cm2 (Hines, 1993). To simulate spike responses, a spike threshold of 20 mV above
the resting membrane potential was applied. Each spike was followed by 5ms refractory
period after which the voltage was reset to Er.

In the cortical silencing experiments, to simplify the experiment and improve the success
rate, inhibitory responses were not recorded. It is worth noting that without inhibitory inputs,
the derived spike responses would exhibit a larger receptive field than in normal conditions.
Nonetheless, we could estimate the closer-to-reality frequency range for spiking response
based on our current-clamp recording data which showed that the frequency range for
spiking response covered about 55% of all the excitatory responses (Fig. 4I), and that the
variation of this ratio was relatively small (Fig. 4I). We thus thresholded the tuning curve of
excitatory input strength at a level of 55% to determine the putative frequency range for
spiking response.
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Single-neuron model—The synaptic inputs to a layer 4 pyramidal neuron were simulated
by the following equation (Zhang et al., 2003):

G(t) is the modeled synaptic conductance; a is the amplitude factor; H(t) is the Heaviside
step function; t0 is the onset delay of the synaptic input. τ defines the shape of the rising
phase and decay of the synaptic conductance and was chosen by fitting the average shape of
the recorded inhibitory response (τ = 148 ms), pure thalamic responses (τ = 112 ms), as well
as the derived intracortical excitatory response (τ = 116 ms) with the above function. The
latency tuning curve of thalamocortical inputs was fitted by a linear function with a δlatency
of 0.5ms from the best frequency to BF ± 0.5 octave. The delays of inhibitory and
intracortical excitatory conductances relative to the thalamocortical conductance were set at
2ms. The amplitude tuning curves for the three types of synaptic input used in the modeling
study were fits of experimentally determined tuning curves (Fig. 6A and 6B, with values on
both sides of BF averaged) with power functions y = y0 + (x − x0)n. The tuning curves for
synaptic strength were set as symmetric centered on the best frequency. The synaptic inputs
were fed into the integrate-and-fire neuron model described above to derive spike latencies.

Thalamocortical network model—The basic framework for our thalamocortical model
was inspired by de la Rocha et al. (2008), although we used spiking neurons to allow
investigation of spike latencies. Our network consisted of 4 layers, each containing 800
cells: thalamic neurons, inhibitory interneurons, excitatory interneurons and pyramidal
neurons. Each layer was tonotopically organized with characteristic frequency (CF) spacing
of 200 neurons/octave. For practical purposes, tone was always presented at the ‘middle’
frequency which was denoted 0 and all frequencies were reported relative to it (i.e.,
presenting the tone at different frequencies would just shift the whole response pattern
without qualitatively changing it, except near boundaries). All connections were
feedforward and each neuron was restricted to spike at most once. The connection from
inhibitory neurons to excitatory interneurons was employed for excluding later firing. This is
reasonable since we were only interested in the first spike latency. Presynaptic spikes in
layer α induced postsynaptic conductances in layer β with amplitudes and temporal profiles
depending on the identity of the layers and on separation of neurons’ Cfs:

Here Gαβ is the connection strength between the two layers, θαβ is the connectivity shape,
ĝαβ is the conductance shape and tα(f) is the timing of most recent spike in layer α of
neuron corresponding to frequency f. Connections between layers were modeled as
gaussians. They were normalized to have a sum of 1 and then multiplied by weight Gαβ to
yield synaptic strength Gαβ · θ(Δf). This way, if all presynaptic cells fired synchronously,
the maximum postsynaptic conductance was G. Individual postsynaptic conductance shapes
were modeled as g̃(t) = (1 − e−t/τrise) · e−t/τfall where t is the time since most recent spike,
initially ∞. For convenience, conductance shapes were normalized by amplitude (ĝ(t) = g̃
(t)/max(g̃(t⃗))). In pyramidal neurons we used τrise =1.5ms and τfall =15ms for thalamic
excitation, τrise =0.8ms and τfall =4ms for intracortical excitation, and τrise =1ms and τfall
=30ms for inhibition. In the excitatory interneurons, we used τrise =0.4ms and τfall =4ms for
excitation and τrise =0.4ms and τfall =30ms for inhibition.
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Thalamic spike patterns in response to pure tones of frequency f were modeled as having a

firing probability of so that the response range was ~1.4 octaves.

The latency of these spikes was set to  making it 3 ms for the worst
stimuli eliciting response.

All the cortical cells were modeled as single compartment integrate-and-fire neurons defined
by their leak conductance gl (nS), resting potential Er (mV), capacitance, and voltage
threshold Vthr (mV). The excitatory and inhibitory reversal potentials were set to 0 mV and
−80 mV respectively. The layer specific parameters were:

Inhibitory neurons: gl = 6, Er = −60, Vthr = −50, σTH= 0.4, GTH = 6

Excitatory interneurons: gl = 6, Er = −60, Vthr = −50, σTH=0.2, GTH = 4, σ1 = 0.2, GI = 7

Pyramidal neurons: gl =1, Er = −60, Vthr = −45, σTH = 0.5, GTH = 4.5, σI = 0.5, GI = 3.5, σX
= 0.2, GX =2.5.

We modeled background activity as a train of events occurring randomly at 20 Hz (poisson
process), each event consisting of excitatory conductance followed 2ms later by inhibitory
conductance both with τrise =0.4ms and τfall =8ms. The excitatory conductance peaked at
6nS and the inhibitory conductance at 9nS, making the event strong enough to cause a spike
without additional inputs. This balanced setting of excitation and inhibition followed the
previous observation of spontaneous excitatory and inhibitory synaptic events in the cortex
in vivo (Butts et al., 2007; Okun and Lampl, 2008). Each spike was followed by 5ms
refractory period after which the voltage was reset to Er.

Results
Cortical onset latency tuning: input vs. output

It has been previously reported that onset latency of the first evoked spike varies with
frequency changes, and thus may be employed by neural circuits to represent sound
frequency (Kitzes et al., 1978; Elhilali et al., 2004; Tan et al., 2008; Wang et al., 2008).
With in vivo cell-attached recordings, we first examined spike responses of excitatory A1
neurons in the input layer 4 to brief tone pips of various frequencies (Fig. 1B). Consistent
with previous reports, the spike latency was clearly tuned for tone frequency, with the
shortest latency occurring at the preferred frequency and longest latency at the receptive
field periphery (Fig. 1C, 1D). We compared the frequency tuning of spike rate and spike
latency for the same neuron. A rather smooth tuning curve of FSL appeared to be
established with a single trial, whereas that of spike rate relied on averaging of multiple
trials (Fig. 1E). This is largely due to the fact that many A1 excitatory neurons fire transient
and sparse spikes (normally one) in response to the tone onset, as reported previously
(DeWeese et al., 2003; Tan et al., 2004; Wu et al., 2008). Considering such sparse spiking of
excitatory A1 neurons, it has been proposed that FSL can be more efficient in coding
information than spike rate (Johansson and Birznieks, 2004; Furukawa and Middlebrooks,
2002). Consistent with this notion, FSL exhibited similar tuning and preferred frequency as
spike rate (Fig. 1F).

By simultaneously recording spike and subthreshold membrane potential responses with
whole-cell current-clamp recordings (see Materials and Methods), we next examined
whether the frequency tuning of spike latency of A1 neurons was inherited from that of
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auditory thalamic neurons, which provide direct feedforward input to the A1. The onset
latency of the membrane depolarization response (i.e. the latency of the earliest excitatory
input, referred to as input latency) would reflect the fastest excitatory synaptic input from
the thalamic neurons innervating the recorded A1 cell. As shown in an example A1 neuron
(Fig. 2A), synaptic input latency and spike latency were tuned to similar frequencies.
However, the tuning sharpness was noticeably different (Fig. 2B). For a better comparison,
we superimposed the two tuning curves specifically within the frequency range for
suprathreshold responses (Fig. 2B, right). With the frequency range the same for the two
tuning curves, the sharpness of tuning was largely determined by the dynamic range of
latency, i.e. the difference between the shortest and longest latencies. For the example cell
shown in Fig. 2A, the synaptic input latency varied within a narrow range of about 1 ms,
while the spike latency varied within a much broader range (2.5 ms), indicating that the
latter was more sharply tuned (Fig. 2B, upper right). This tuning difference can be attributed
to a frequency-dependent variation of integration time (Fig. 2B, lower right), which was
defined as the time interval between the onset of synaptic response and the peak of spike.
Noticeably, the occurrence of the first evoked spike was delayed by more than 4 ms relative
to the onset of input (Fig. 2B, lower right).

Similar observations were made in all the recorded neurons. Synaptic latency and spike
latency were tuned to the same optimal/best frequency, but the tuning of spike latency
became significantly sharper than that of input latency (Fig. 2C). Concurrently, the dynamic
range of spike latency was broadened by a factor of 3 compared to that of input latency (Fig.
2D). By definition, the dynamic range of spike latency was a sum of the dynamic range of
synaptic input and that of integration time. The integration time also exhibited a clear
frequency tuning, with the shortest integration time occurring at the optimal frequency (Fig.
2E). The dynamic range of integration time is larger than that of input latency (about 2 ms,
from ~ 4 to 6 ms). This result indicates that the expansion of dynamic range of spike latency
tuning relative to input latency can be attributed to a frequency-dependent modulation of the
integration time for spike generation.

Excitatory and inhibitory mechanisms underlying spike latency tuning
The integration time is not only determined by the intrinsic membrane property of the
neuron, but also by the amplitudes and temporal interplay of excitatory and inhibitory
synaptic inputs evoked by sound stimuli. To examine how the excitatory-inhibitory interplay
contributes to the frequency-dependency of integration time, we carried out in vivo whole-
cell voltage-clamp recordings from layer 4 pyramidal neurons. Excitatory and inhibitory
responses evoked by tone stimuli at various frequencies and at an intensity of 70 dB sound
pressure level (SPL) were isolated by clamping the cell’s membrane potential at −70 and 0
mV, respectively (Fig. 3A). The frequency tuning curve of synaptic inputs was determined
by the envelope of their peak amplitudes across different frequencies. The tuning curve of
inhibitory inputs appeared broader than that of excitatory inputs to the same cell (Fig. 3A),
consistent with previous reports (Wu et al., 2008; Sun et al., 2010). The onset latency of
both excitation and inhibition exhibited weak frequency tuning (Fig. 3B). In addition, the
latency of inhibition co-varied with that of excitation, so that a more or less stable delay of
inhibition relative to excitation (~2–3 ms) was observed across different frequencies (Fig.
3B, triangle). Since the onset of inhibition was about 2 ms earlier than that of spiking of
pyramidal neurons (Fig. 3B, right), the inhibitory input was most likely feedforward, i.e.
being relayed disynaptically from the thalamus (Wehr and Zador 2003; Zhang et al. 2003;
Tan et al., 2004; Rose and Metherate 2005; Wu et al., 2008; Zhou et al., 2010). Due to the
use of QX 314 in the intra-pipette solution to improve the recording quality, we were unable
to examine the bona fide spike responses of the same neuron. Nonetheless, we derived the
expected spike latency by employing an integrate-and-fire neuron model, feeding the model
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with experimentally observed excitatory and inhibitory synaptic responses and membrane
parameters (see Materials and Methods). Within the putative frequency range for spike
responses, the onset latency tuning of excitation (and inhibition) was noticeably blunt (Fig.
3B), consistent with the weakly tuned input latency revealed by current-clamp recordings
(Fig. 2B). To understand the role of inhibitory inputs, we also derived spike latencies with
inhibition removed (see Materials and Methods). As shown in Fig. 3C (black and blue
curves), spike latency derived when there was only excitatory input already exhibited a
sharper frequency tuning compared to input latency. This was due to the relatively well-
tuned excitatory input strength (Fig. 3A, bottom), which introduced a range of integration
time for spike generation. The inclusion of inhibition generally prolonged spike latency, as
shown by the shifting up of the tuning curve (Fig. 3C, red). This effect was most prominent
at the tails of the tuning curve (i.e. at off-optimal frequencies), resulting in an apparently
expanded dynamic range and sharpened spike latency tuning curve compared to the
condition of without inhibition.

As summarized from a total of 14 cells (Fig. 3D), the dynamic range of input latency was
quite narrow (~1.5ms). The dynamic range of spike latency was significantly broadened
through two synaptic mechanisms. First, excitatory inputs with frequency-dependent
differential amplitudes led to differential integration times, with the strongest input resulting
in the shortest integration time. This would result in a doubling of dynamic range of spike
latency (Fig. 3D). Second, as the inhibitory input reduced the level (or slope) of the
membrane depolarization caused by excitation, it in general prolonged the integration time
(Fig. 3E). Possibly due to the fact that the inhibitory input tuning was broader than that of
excitation, the inhibition caused a greater increase of integration time at off-optimal
frequencies than at the optimal frequency (Fig. 3E), since the amplitude ratio between
excitation and inhibition was lower at optimal frequencies. This further expands the dynamic
range of spike latency tuning, making it tripled relative to the input latency (Fig. 3D).

To estimate how precise the derived integration time was, we performed sequential cell-
attached recording and whole-cell voltage-clamp recording from the same neuron. As shown
by an example experiment (Fig. 4A–4D), spike responses (Fig. 4C) were derived from
integrating the excitatory and inhibitory inputs (Fig. 4A, 4B) determined in the voltage-
clamp recording, and compared to those identified in the cell-attached recording (Fig. 4D).
The derived spike receptive field matched fairly well with the recorded spike receptive field
(Fig. 4C, D), indicating that the derivation of spike responses was reasonably accurate. In
addition, the spike latency tuning curves of recorded and derived spike responses largely
matched with each other, with the shortest latencies observed at a similar preferred
frequency (Fig. 4E). Overall, the spike latency derived was strongly correlated with that
recorded under the same stimulus (Fig. 4F). In a total of five successfully recorded neurons,
the best frequency based on the derived spikes matched with that of recorded spikes (Fig.
4G), and the dynamic range of derived spike latency was also similar to that of recorded
(Fig. 4H). Furthermore, at a population level, the frequency ranges of spike output relative
to that of input as observed in our current-clamp recording data were not different from
those when spikes were derived from excitation and inhibition observed in our voltage-
clamp recordings (Fig. 4I). Together, these comparisons indicate that deriving spike
responses with the integrate-and-fire neuron model in our current study can largely replicate
the examined properties of bona fide spike responses.

Contribution of intracortical excitatory inputs to latency tuning
The pyramidal neurons in input layers of the cortex receive excitatory synaptic input from
two sources: direct excitatory input from the thalamus and intracortical excitatory input from
cortical excitatory neurons (Chung and Ferster, 1998; Douglas and Martin, 2004).
Considering the relatively broad integration window for spike generation (4–6 ms), it might
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be possible for the later arriving excitatory inputs to modulate spike timing. To understand
the thalamic and cortical contributions to spike latency tuning, we isolated the thalamic
input by silencing the cortex with a cocktail of muscimol and SCH50911 (Liu et al., 2007;
Zhou et al., 2010; see Materials and Methods), and compared the spike latency tuning
resulting from the thalamic input alone and from the total excitatory input received by the
cell. As shown in an example neuron, the excitatory responses after cortical silencing (i.e.
the pure thalamocortical input) exhibited a much flattened tuning compared to the responses
before silencing (Fig. 5A), consistent with the previous study (Liu et al., 2007). This
indicates that the intracortical excitatory input would contribute most to the evoked
excitatory response at near-optimal frequencies. According to the experimentally determined
relationship between frequency ranges for spike output and synaptic input (Fig. 4I), a
frequency range was chosen to cover the top 55% of all the excitatory responses. Within this
estimated spiking frequency range, we derived spike latencies with the integrate-and-fire
neuron model when feeding the total excitatory input (thalamocortical + intracortical) and
the isolated thalamocortical input, respectively. As shown in Fig. 5B (black and blue
curves), the spike latency tuning derived from the thalamocortical input alone looked
sharper than the input latency tuning. However, near the optimal frequency, the black tuning
curve was rather blunt. This is likely attributed to the flat tuning of thalamocortical input
strength at near-optimal frequencies (Fig. 5A, bottom). In comparison, the spike latency
tuning derived from the total excitatory input (Fig. 5B, red curve) shifted downward,
indicating that the inclusion of the intracortical excitatory input shortened the integration
time. Noticeably, it was most shortened at the optimal frequency. As a result, the spike
latency tuning resulting from the total excitatory input became sharper compared to that
without the intracortical excitatory input.

Results from a total of ten cells were summarized. We found that the dynamic range of
thalamocortical input latency was quite narrow (1.5 ±0.5 ms, mean ±SD) (Fig. 5C). When
spikes were generated from thalamocortical inputs alone, the dynamic range of spike latency
was slightly broader than that of input latency (2.0 ±0.8 ms). When the intracortical
excitation was included, the dynamic range of spike latency was further broadened to 3.1
±0.8 ms (Fig. 5C), doubling the dynamic range of input latency. Again, this can be attributed
to a frequency-dependent modulation of integration time. Comparing tuning curves of
integration time resulting from the thalamocortical input alone and from the total excitatory
input (Fig. 5D, black and red curves respectively), it is clear that the intracortical excitatory
input generally reduced the integration time, but the effect was most prominent at the
optimal frequency. Thus, by selectively shortening the integration time at/near the optimal
frequency, the intracortical excitatory input expands the dynamic range of spike latency and
sharpens its frequency tuning.

Since intracortical excitatory inputs rely on firing of cortical excitatory neurons, some of
these neurons have to spike very fast in order for their outputs to affect other cells’ spiking.
We then carefully examined excitatory response traces before and after cortical silencing. As
shown in Fig. 5E, the excitatory response traces often exhibited a “kink” in the rising phase,
which disappeared after cortical silencing. This suggests that the earliest excitatory
component can be attributed to the direct thalamic input, while the second excitatory
component that generates the kink is likely due to intracortical input. On average, the onset
of this second component is 2.6 ± 0.7 ms (mean ± SD) after the initial onset of the excitatory
response, while that of the first evoked spike is 4.2 ± 0.3 ms (p< 0.05, t-test). Therefore the
intracortical excitatory input (at least the earliest part) to the recorded cells arrived
significantly earlier than their spike onset, and was able to contribute to the modulation of
spike timing. The second excitatory component is unlikely attributed to random early firing
of some cortical neurons due to membrane fluctuations, since spike timing of individual
neurons was fairly precise, with jitters mostly around half millisecond (Fig. 5F, also see
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Wehr and Zador, 2003). In our intracellularly recorded neurons, the average spike latency
was 14.34 ± 0.42 ms (mean ± SD, n =15). However, loose-patch recordings from a much
larger population of middle layer neurons with regular-spiking properties showed that a
small portion of neurons did spike significantly earlier (Fig. 5G, arrow). It is possible that
this population of early spiking neurons provide fast feedforward excitation to pyramidal
neurons which are more commonly encountered in our blind whole-cell recordings.

Impacts of tuning pattern of synaptic inputs on integration time
Both intracortical excitatory and inhibitory inputs enhance spike latency tuning through a
frequency-dependent differential modulation of integration time. We next examined how
such differential modulation is determined by the tuning properties of intracortical excitatory
and inhibitory inputs. We derived the intracortical excitatory input by subtracting the
isolated thalamocortical input from the total excitatory input. Comparing the average tuning
curves of synaptic strength, we found that the intracortical excitatory input shared the same
optimal frequency as the thalamocortical input, but was much more sharply tuned (Fig. 6A),
consistent with the previous report (Liu et al., 2007). As the intracortical excitatory input
was strongest at the optimal frequency, it would shorten spike latency significantly more at
the optimal frequency than at off-optimal frequencies. In addition, as reported previously
(Wu et al., 2008; Sun et al., 2010), the inhibitory input was significantly more broadly than
the excitatory input (Fig. 6B). As such, inhibition as relative to excitation was stronger at
off-optimal than the optimal frequency. This would result in a greater increase of integration
time at off-optimal frequencies.

We next simulated the generation of spike latency tuning with the neuron model when
manipulating the tuning patterns of intracortical excitatory and inhibitory inputs. The
temporal profiles of simulated excitatory and inhibitory inputs (Fig. 6C) and the tuning
patterns of synaptic strength were fits of our experimental data (see Materials and Methods).
We first examined separate effects of intracortical excitation and inhibition on integration
time. As shown by Fig. 6D, with a fixed thalamocortical input, integration time changed
monotonically as the intracortical excitation or inhibition increased in strength: it shortened
with the increase of intracortical excitation, and prolonged with the increase of cortical
inhibition. In another word, any frequency-dependent variation of strength of intracortical
excitatory or inhibitory inputs would result in a differential impact on integration time across
different frequencies. We next examined the impact of intracortical excitation of two
possible tuning patterns: similarly tuned as the thalamocortical input (“cotuned”), and more
sharply tuned than the thalamocortical input (“sharp”) as observed experimentally. While
the cotuned and sharply tuned intracortical excitation equally shortened integration time at
the optimal frequency, at off-optimal frequencies the sharply tuned intracortical excitation
affected the integration time much less effectively than the cotuned intracortical excitation
(Fig. 6E, top). Compared to the spike latency tuning generated by the thalamocortical input
alone, the sharply tuned intracortical excitation increased the dynamic range of spike
latency, whereas the cotuned intracortical excitation decreased it (Fig. 6E, bottom).
Additionally, we tested two inhibitory tuning patterns: similarly tuned as excitation
(“cotuned”), and more broadly tuned than excitation (“broad”) as observed experimentally.
Both the cotuned and broadly tuned inhibition significantly prolonged integration time at
off-optimal frequencies, with the broadly tuned inhibition more effective in exerting this
effect (Fig. 6F). The broadly tuned inhibition together with the sharply tuned intracortical
excitation, has profoundly broadened the dynamic range of latency tuning by a factor of
about 3 (Fig. 6F, bottom, compare the blue curve with the gray dashed curve). These
simulation results demonstrate that sharply tuned intracortical excitatory inputs and broadly
tuned inhibitory inputs can be two effective strategies for increasing dynamic range of
integration time.
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A circuit model for generating latency tuning
The synaptic integration in the single-neuron model does not address how the spike latency
tuning is generated in a large thalamocortical network, and whether latency tuning of
thalamic inputs is absolutely required. In addition, whether the spike latency tuning can be
preserved under relatively high levels of background activity is unknown. To address these
issues, we employed a thalamocortical network model (see Materials and Methods). The
model contained four layers of neurons (Fig. 7A). The layers of pyramidal neurons,
excitatory interneurons and inhibitory interneurons all receive direct thalamic inputs. The
excitatory interneurons and inhibitory interneurons provide feedforward excitation and
feedforward inhibition to the pyramidal neurons, respectively. With this circuit model, we
correctly produced the sequence of events in the pyramidal neurons: the broadly tuned
thalamic input arrived first, and the sharply tuned intracortical excitatory input and broadly
tuned inhibitory input followed by about 2ms (Fig. 7B). The model also largely replicated
the contribution of each synaptic component to the generation of spike latency tuning. The
thalamic input alone resulted in weak spike latency tuning with a dynamic range of about
1ms over 1 octave (Fig. 7C, green). The sharply tuned input from excitatory interneurons
slightly increased the sharpness of spike latency tuning by shortening the integration time at
the optimal frequency more than at far away frequencies (Fig. 7C, red). The broadly tuned
inhibition then profoundly sharpened the spike latency tuning by prolonging the integration
time preferably at frequencies far away from the optimal frequency (Fig. 7C, blue).
Together, the intracortical inputs expand the dynamic range of spike latency to larger than
3ms over 1 octave (Fig. 7C, bottom).

We next examined whether the latency tuning of thalamic inputs was necessary for the
generation of cortical spike latency tuning. As shown in Fig. 7D, although outputs of
individual thalamic neurons exhibited a clear latency tuning, the aggregate input to each
pyramidal neuron had a flat latency tuning. This result supports our original hypothesis that
the convergence of thalamic inputs can lead to a degradation of input latency tuning (Fig.
1A). Even though the input latency tuning was flat, the output of the pyramidal neurons
exhibited sharp latency tuning. This result strongly suggests that a significant part of spike
latency tuning can be created by local cortical circuits.

Finally, we examined the impact of spontaneous firing activity (noise) on the generation of
latency tuning with the network model. Random background firing of various levels was
added to cortical neurons (Materials and Methods). As shown in Fig. 7E as an example, in
the presence of 20Hz background activity, which is above the level of typical background
activity of A1 neurons (Wu et al., 2008), latency tuning of an individual neuron could be
largely preserved, although the jitter of spike timing did increase especially at off-optimal
frequencies. Previous studies suggest that in the absence of an external synch signal
indicating the stimulus onset, the brain network may pool spike times carried by individual
neurons to generate an internal time reference (Stecker and Middlebrooks, 2003; Chase and
Young 2007). Here in our network model, we observed that for a given tone stimulus, the
distribution of spike latencies of pyramidal neurons was skewed, with a large population of
neurons responding almost synchronously with a short delay (Fig. 7F). The detection of such
synchronous firing can produce an internal synch signal, which may alleviate the deleterious
effect of spontaneous spikes not related to the stimulus onset.

Discussion
First spike latency has been thought as a potential effective coding strategy, for which a
sufficiently broad dynamic range should be essential for a sensitive and precise
representation of stimulus attributes such as sound frequency. In this study, we demonstrate
in layer 4 pyramidal neurons that within the frequency range for spiking response, the
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dynamic range of latency tuning is about 1ms for the input, while it is increased to about
4ms for the spike output. We propose a simple model for the generation of sharp spike
latency tuning (Fig. 8). The spike latency tuning of auditory cortical pyramidal neurons is
not simply inherited from the latency information carried by convergent thalamocortical
afferents, but is mainly generated de novo by local synaptic circuits. This is achieved
through a fine-tuning of the integration time for spike generation. Due to the differential
tuning of input strength between thalamocortical and intracortical excitatory inputs as well
as between inhibitory and total excitatory inputs, two antagonistic effects are generated
concurrently: the sharply tuned intracortical excitation shortens the integration time most
robustly at the optimal frequency, while the broadly tuned inhibition prolongs it most
powerfully at off-optimal frequencies. This “push-and-pull” modulation establishes spike
latency tuning by greatly expanding its dynamic range. Under these mechanisms an initial
tuning of input latency is not absolutely required for the creation of spike latency tuning.

Contribution of feedforward inhibition to latency tuning
Our results strongly support a significant contribution of feedforward inhibition to spike
latency tuning of pyramidal neurons. The onset of inhibition is at about 2ms following the
onset of excitation, but before the occurrence of the first evoked spike, which is at least 4ms
after the excitatory onset. Thus, the early inhibitory input is feedforward and can only come
from inhibitory neurons who spike earlier than pyramidal neurons. Previously we reported
that fast-spiking neurons, the major type of inhibitory neurons in layer 4 (Kawaguchi and
Kubota, 1997), spike significantly earlier than pyramidal neurons (Wu et al., 2008). They
likely receive direct thalamic input since the onset of depolarizing responses in these
neurons is as early as pyramidal cells (Wu et al., 2008). These fast-spiking neurons are the
most likely inhibitory neurons that provide feedforward inhibition to pyramidal cells (Schiff
and Reyes, 2012). The frequency tuning of inhibitory input strength is broader than that of
excitation. Besides sharpening the tuning of spike rate response through an analogous lateral
inhibition effect (Wu et al., 2008), the more broadly tuned inhibition sharpens spike latency
tuning by imposing larger E/I ratios at receptive field peripheries. There the already long
integration time will be further prolonged, resulting in a large expansion of dynamic range
of spike latency. The more broadly tuned inhibition has an advantage over co-tuned
inhibition in sharpening spike latency tuning, as shown by our modeling results (Fig. 6F).

The potential sources of intracortical excitation
In this study we have intended to isolate the intracortical excitatory input using our
previously established cortical silencing method (Liu et al., 2007). The effectiveness and
specificity of this method have been further verified by two more recent studies (Khibnik et
al., 2010; Zhang et al., 2011) demonstrating that the presynaptic transmission can be well
preserved after the cocktail application. The comparison of temporal profiles of evoked
excitatory responses before and after the cortical silencing revealed a distinct excitatory
component starting at about 2ms after the initial onset of excitation. Although nonspecific
effects of the cocktail application (e.g. increased membrane leakage, discussed in
supplementary information in Liu et al., 2007) cannot be totally excluded, the specific
changes in excitatory responses after the cocktail application in both the temporal (Fig. 5E)
and frequency (Fig. 6A) domains support a specific elimination of excitation of intracortical
sources. The cocktail application will also disrupt intracortical oscillatory activity reported
to govern cellular excitability (Barth and MacDonald, 1996; Metherate and Cruikshank,
1999; Sukov and Barth, 2001; Oswald et al., 2009) and inputs associated with oscillations.
Although this may contribute to the reduction of the delayed excitatory response, the
temporal feature of the response (with about 2 ms delay relative to the initial excitatory
onset) is difficult to be explained by the known frequency of oscillations (i.e. 30–80Hz
gamma oscillations).
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The tone-evoked intracortical excitatory inputs can be attributed to feedforward, feedback or
recurrent connections. In principle, feedback and recurrent inputs would arrive later than the
occurrence of the first spike of layer 4 pyramidal neurons, and would be unable to affect its
timing. If recurrent connections are prominent among pyramidal neurons, we would expect
to see a distinct excitatory component occurring at about 4ms after the initial onset of
excitation, when the majority of pyramidal neurons are expected to fire. This was not
evident. In addition, the small jitter of spike timing of individual pyramidal neurons (Fig.
5F) reduces the possibility that a random subgroup of pyramidal neurons fire early, due to
fluctuations, to modulate spiking of other pyramidal neurons through recurrent connections.
Based on the above reasoning, we raise a possibility that the early excitatory intracortical
component is due to a disynaptic relay from some excitatory neurons that spike stereo
typically earlier than the recorded pyramidal cells (i.e. feedforward circuit).

Although blind loose-patch recordings suggested a small population of early spiking neurons
(Fig. 5G), the identities of these presumptive excitatory relay neurons are elusive. Besides
well characterized pyramidal neurons in layer 4 of the auditory cortex, previous studies have
also observed a small number of spiny stellate cells (Winer et al., 1984; Rose and Metherate,
2005; Richardson et al., 2009). Their number could be underestimated since they are
reported to be resistant to Golgi impregnation and difficult to sample with intracellular
recordings (Wang et al., 2010b). Can these stellate cells provide feedforward excitation to
pyramidal neurons? The auditory response properties of these neurons have not been
characterized. Current patch recording methods (in vivo and ex vivo) all show sampling bias
towards large pyramidal neurons (Tan et al., 2004; Wu et al., 2008; Richardson et al., 2009).
Future technical improvements are needed to identify and record from spiny stellate neurons
in vivo as to test whether they can serve as the postulated excitatory interneurons.

Issues on latency coding
It remains under debate whether and how spike latency is utilized by the nervous system to
code for stimulus attributes (deCharms and Zador 2000; Laurent et al., 2001; Chase and
Young 2007). Spike latency has its unique advantage of carrying information, but there are
challenges to extracting the information. A major challenge is that the brain has no access to
the external stimulus onset (i.e. the external synch signal) to determine latency, and thus an
internally generated time reference is necessary. Several sources of internal time reference
have been proposed, including large-scale oscillations (Hopfield, 1995), local field
potentials (Eggermont, 1998) and population onsets (Stecker and Middlebrooks, 2003;
Chase and Young, 2007). In our modeling study, we found that for any given tone stimulus,
a large fraction of responding pyramidal neurons can fire almost simultaneously (Fig. 7E).
The detection of synchronous firing of a large number of neurons may provide a population
onset to which spike times of individual neurons are referenced (Chase and Young, 2007).
Whether this strategy is indeed implemented by the cortical circuits remains an open
question. Another issue is that the noise is often seen as being destructive to latency coding
more than to rate coding. This is partly because the information in rate codes is assumed to
be extracted by pooling a large number of neurons together, while with latency codes, single
spikes are often expected to provide sufficient information. In fact, latency codes can benefit
just as much from pooling from a population of neurons (Chase and Young, 2007; Quian
Quiroga and Panzeri, 2009). In addition, in the presence of a highly correlated population of
neurons, the noise may be less destructive than expected, because the jitter of spike timing
relative to that of other neurons may be lower than that referenced to the stimulus onset.

Finally, for spike latency to serve the coding purpose two prerequisites have to be met: 1)
relatively precise spike timing upon each stimulus presentation; and 2) a broad dynamic
range of spike latency in order to represent parameter values with sufficient resolution.
Previous studies have demonstrated that the precision of spike timing is ensured by
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inhibition that follows excitation with a brief delay (Wehr and Zador et al., 2003). The
current study further reveals the synaptic mechanisms for expanding the dynamic range of
spike latency. The sub-millisecond precision (Fig. 5F) combined with a 4 millisecond
dynamic range may be sufficient for implementing latency codes. As the revealed synaptic
mechanisms highly depend on the tuning properties of synaptic strength, our study suggests
an efficient strategy for converting information spatially coded in the distribution of synaptic
strength into temporal representation. The thalamocortical-like circuit may be an elementary
circuit that can fulfill this function.
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Figure 1.
Frequency tuning of spike rate and first spike latency in layer 4 pyramidal neurons of the rat
A1. A, A schematic demonstration of a potential degradation of latency tuning when
multiple thalamic (TH) inputs with diverse characteristic frequencies (CF) converge onto a
layer 4 (L4) neuron. Bottom, each colored dashed curve represents spike latency tuning of
the corresponding thalamic neuron. Solid gray curve represents the latency tuning of the
summed input. B, Tone-evoked spike responses in an example neuron examined by the cell-
attached recording. Each small trace (100ms) represents the recorded trace to a tone of a
particular frequency and intensity. Vertical deflections are spikes. C, Color map of the cell’s
first spike latency within the frequency-intensity space. The space outside the determined
tonal receptive field is colored with grey. D, Raster plot of spike timing for the responses at
60 dB intensity. For each testing frequency 5 trials are presented. E, The frequency tuning
curve of average responses (solid black) and that of responses in a single trial (none or one
spike within a 62.5 ms analysis window, cross). Left, spike rate. Right, spike latency. F,
Best frequency (BF) determined by spike rate tuning vs. that by spike latency tuning. Each
symbol represents data from the same cell (n = 34 cells). Red line is the best-fit linear
regression line.
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Figure 2.
Frequency tuning of latency of synaptic input and spike output. A, Example current-clamp
recording of a L4 pyramidal neuron. Left, recorded voltage traces (100 ms each) in response
to tones of various frequencies and intensities. Scale: 50 mV, 100 ms. Middle, an enlarged
voltage response. Gray arrows indicate how the spike latency and input latency are
determined. Right, color maps depict the frequency-intensity tonal receptive fields of input
latency (bottom) and spike latency (top) for the cell. Latencies were averaged from 6 trials,
with spike failures excluded. B, Left, tuning curves of input (red) and spike (black) latency
at 70dB intensity for the cell. Whisker = SD. Solid gray and pink curves are the smoothed
tuning curves. Blue arrow indicates the integration time at the best frequency. Dashed
vertical lines mark the frequency range for spike response. Right, tuning curves of relative
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latency (upper, relative to the shortest latency) and integration time (lower) within the
spiking frequency range. Integration time is defined as the difference between the input and
spike latencies. C, Average tuning curves of relative latency for synaptic input and spike
output. Before averaging tuning curves of individual cells were aligned according to the best
frequency (BF, determined as the frequency with the shortest spike latency), which was set
as zero. Whisker = SE. * p<0.01, ** p<0.001, paired t-test, n = 15 cells. D, Average
dynamic range of input and spike latency tuning. Bar = SD. **, p < 0.001, paired t-test, n =
15. E, Average tuning curve of integration time.
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Figure 3.
Contribution of cortical inhibition to spike latency tuning. A, Average inhibitory (upper) and
excitatory (lower) responses to 70dB tones of various frequencies recorded in an example
neuron. Each small trace represents the response to a tone. Gray curve is the fitted envelope
of peak response amplitudes (i.e. tuning curve of synaptic strength). Scale: 50pA, 100ms.
Inset, enlarged sample inhibitory and excitatory responses to the BF tone. Arrow points to
the onset of the tone. Scale: 50pA and 25ms. B, Frequency tuning of excitatory input latency
(black), inhibitory input latency (red) as well as their difference (gray) for the same cell.
Blue dashed vertical lines mark the frequency range for spike response. Right inset,
schematic depiction of the feedforward inhibitory circuit (black circle represents an
inhibitory neuron) connecting to a L4 pyramidal neuron (triangle), and comparison of onset
latency of the first spike and inhibition relative to the onset of excitation (ΔLatency). C,
Smoothed frequency tuning curves of synaptic input latency (blue), spike latency derived
from the excitatory input only (black) and that from the total synaptic input (red), within the
spiking frequency range. D, Average dynamic range of excitatory input latency, of spike
latency in the presence of excitatory input only (“E”) and in the presence of both excitatory
and inhibitory inputs (“E+ I”). Bar = SD. **, p<0.01, paired t-test, n = 14 cells. E, Average
tuning curves of integration time derived from the excitatory input only (black) and of that
from the total synaptic input (red). Whiskers = SE. * p<0.01, ** p<0.001, paired t-test, n =
14.
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Figure 4.
Comparison ofderived and recorded spike responses. A,B, Excitatory and inhibitory synaptic
responses of an example cell. The cell’s spike responses were first recorded in cell-attached
mode. Whole-cell was then formed to record excitatory and inhibitory responses. Each small
trace (100ms) in the frequency-intensity space represents the average response to a
particular frequency and intensity. Color map depicts the tonal receptive field of peak
response amplitude. C, Derived spike responses by integrating the synaptic inputs shown in
A and B. D, The spike responses of the same cell recorded initially in the cell-attached
mode. E, Latency tuning of recorded (black) and derived (red) spikes at 70dB intensity for
the example cell. F, Latency of spikes derived vs. that of spikes recorded for the example
cell. Red line is the best-fit linear regression line. Slope = 1.16, r2 = 0.70. G, Best frequency
(at the shortest latency) of the derived spike latency tuning curve at 70 dB vs. that of the
recorded. Slope = 1.03, r2 = 0.98. Each data point represents one cell. H, Dynamic range of
the derived spike latency tuning curve and that of recorded. Data points for the same cell are
connected with a line. I, Fraction of spiking frequency range relative to that of subthreshold
depolarization response. Each cross represents one cell. For “Recorded”, data were from
current-clamp recordings (n = 15, mean = 0.56, SD = 0.05). For “Derived”, data were from
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voltage-clamp recordings (n = 14, mean = 0.56, SD = 0.03). There is no difference between
the two groups (p = 0.78, t-test).
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Figure 5.
Contribution of thalamocortical and intracortical excitatory inputs to spike latency tuning. A,
Excitatory responses to 70dB tones of various frequencies before and after cortical silencing
in an example neuron. Gray curve depicts the tuning curve of synaptic strength. Scale:
100pA, 100ms. B, Smoothed tuning curves of thalamocortical input latency (blue), spike
latency derived from the thalamocortical input alone (black) and that from the total
excitatory input (red), within the estimated spiking frequency range. C, Average dynamic
range of input latency, of spike latency based on the thalamocortical input only and that
based on the total excitatory input. Bar = SD. **, p < 0.001, paired t-test, n = 10. D, Average
tuning curves of integration time derived from the total excitatory input (red) and from the
thalamocortical input only (black). Whisker = SE. * p<0.01, paired t-test, n = 10. E,
Schematic drawing shows that input from other cortical excitatory neurons (represented by
the smaller triangle) is eliminated after cortical silencing. Middle, average excitatory
responses to BF tones before (black) and after (gray) cortical silencing in four example cells.
Blue arrow points to the “kink” in the response trace before cortical silencing, which
indicates the arrival of a fast intracortical excitatory input. Right, latency of the first spike
and of the second excitatory component relative to the onset of excitation. Bar = SD. *
p<0.01, paired t-test, n = 10. F, Left, raster plot of spike time in response to repeated 70dB
BF tones (20 trials) for two example cells. Right, distribution of jitters of first spike latency
for neurons tested. G, Distribution of first spike latencies within the 93 neurons recorded in
the middle layers with cell-attached recordings.
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Figure 6.
Modeling the impacts of different tuning patterns of synaptic input strengths on spike
latency tuning. A, Average tuning curves of peak excitatory responses before (red) and after
(black) cortical silencing, and of peak intracortical excitatory responses (blue) derived by
subtracting the thalamic response from the total excitatory response. Individual tuning
curves were normalized before averaging. Whiskers = SE. ** p<0.001, paired t-test, n = 10.
B, Average tuning curves of peak excitatory (black) and inhibitory (red) responses.
Whiskers = SE. * p<0.01, ** p<0.001, paired t-test, n = 14. C, Temporal profiles of synaptic
inputs applied in the simulation: thalamocortical input (blue), total excitatory input (red),
inhibitory input (black). Scale: 1 nS and 10 ms. D, Change of integration time with the
increase of strength of intracortical excitatory or inhibitory input. The thalamic input was
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fixed at 2.86 nS, while intracortical excitatory and inhibitory inputs were included
separately. Inhibitory input above 5.21 nS eliminated spikes. E, Top, tuning curves of
integration time resulting from thalamic input only (black), from thalamic input plus cotuned
excitatory intracortical input (blue), and from thalamic input plus sharply tuned excitatory
intracortical input (red). The synaptic strengths at the BF are: thalamic input = 2.86 nS,
intracortical excitatory input = 2.86 nS. Bottom, tuning curves of relative spike latency. F,
Top, tuning curves of integration time resulting from excitatory input only (black), from
excitatory input plus cotuned inhibitory input (red), and from excitatory input plus broadly
tuned inhibitory input (blue). The synaptic strengths at the BF are: excitatory input = 5.72
nS, inhibitory input = 6.86 nS. Bottom, tuning curves of relative spike latency. Dash curve
depicts the latency tuning of thalamic input.
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Figure 7.
A thalamocortical network model. A, Schematic drawing of the network configuration. The
pyramidal neurons in layer 4 receive input from three sources: direct input from thalamic
neurons, feedforward intracortical excitation and inhibition from cortical excitatory and
inhibitory interneurons driven bythalamic afferents. B, Top, temporal profiles of synaptic
conductances in the pyramidal neuron. The amplitudes are for the responses to the BF tone.
Bottom, tuning curves of peak synaptic currents evoked under simulated voltage-clamp
conditions (at −70mV for excitatory currents and 0mV for inhibitory currents). C, Top, spike
latency tuning for the pyramidal neuron under three conditions: with the thalamic input only
(green), with combined thalamic and intracortical excitatory inputs (red), and with all inputs
including inhibition (blue). Middle, tuning of integration time under the three conditions.
Bottom, tuning of relative spike latency. D, Relay of latency tuning from the thalamus to the
cortex. Top, spike latency tuning for individual thalamic neurons defined in the model.
Middle, latency tuning of the aggregate thalamic input received by individual pyramidal
neurons in layer 4. Bottom, spike latency tuning of individual pyramidal neurons. E, Spike
latency tuning of a pyramidal neuron with 20Hz background activity added to all cortical
neurons. Data are averaged from 100 running trials. Whisker = SE. F, Spike latencies of all
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pyramidal neurons (800 neurons) in responding to a middle-frequency tone in the network
model. Neurons are indexed according to their characteristic frequency. Right, histogram for
the distribution offirst spike latencies. Bin size = 0.5ms.
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Figure 8.
A schematic model for generating spike latency tuning in layer 4. A, Top, tuning of onset
latency for the summed thalamocortical input. Bottom, circuit diagram showing the
convergence of thalamic inputs. B, Left, integration time is shortened and prolonged by
intracortical excitation and inhibition, respectively. Red dashed line represents the spike
threshold. Right, impacts of intracortical excitation and inhibition on spike latencies (black
curves). Dashed curve depicts the spike latency tuning resulting from the thalamocortical
input alone. C, Top, the final output latency tuning (solid) compared to that generated by the
thalamic input alone (dashed). Bottom, circuit diagram.
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